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PLEASE NOTE

COPYRIGHT This document refers to proprietary computer software which is pro-
tected by copyright. All rights are reserved. Copying or other repro-
duction of this manual or the related programs is prohibited without 
prior written consent of DHI A/S (hereinafter referred to as “DHI”). 
For details please refer to your 'DHI Software Licence Agreement'.

LIMITED LIABILITY The liability of DHI is limited as specified in your DHI Software 
Licence Agreement:

In no event shall DHI or its representatives (agents and suppliers) 
be liable for any damages whatsoever including, without limitation, 
special, indirect, incidental or consequential damages or damages 
for loss of business profits or savings, business interruption, loss of 
business information or other pecuniary loss arising in connection 
with the Agreement, e.g. out of Licensee's use of or the inability to 
use the Software, even if DHI has been advised of the possibility of 
such damages. 

This limitation shall apply to claims of personal injury to the extent 
permitted by law. Some jurisdictions do not allow the exclusion or 
limitation of liability for consequential, special, indirect, incidental 
damages and, accordingly, some portions of these limitations may 
not apply. 

Notwithstanding the above, DHI's total liability (whether in contract, 
tort, including negligence, or otherwise) under or in connection with 
the Agreement shall in aggregate during the term not exceed the 
lesser of EUR 10.000 or the fees paid by Licensee under the Agree-
ment during the 12 months' period previous to the event giving rise 
to a claim.

Licensee acknowledge that the liability limitations and exclusions 
set out in the Agreement reflect the allocation of risk negotiated and 
agreed by the parties and that DHI would not enter into the Agree-
ment without these limitations and exclusions on its liability. These 
limitations and exclusions will apply notwithstanding any failure of 
essential purpose of any limited remedy.
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Purpose
1 About This Guide

1.1 Purpose 

The main purpose of this User Guide is to enable you to use MIKE 21/3 Wave 
Model FM, Hydrodynamic Module, for determination and assessment of 
wave dynamics in ports, harbours and coastal areas. The User Guide is com-
plemented by the Online Help.

1.2 Assumed User Background

Although the hydrodynamic module has been designed carefully with empha-
sis on a logical and user-friendly interface, and although the User Guide and 
Online Help contains modelling procedures and a large amount of reference 
material, common sense is always needed in any practical application.

In this case, “common sense” means a background in coastal hydraulics and 
oceanography, which is sufficient for you to be able to check whether the 
results are reasonable or not. This User Guide is not intended as a substitute 
for a basic knowledge of the area in which you are working: Mathematical 
modelling of hydraulic phenomena.

It is assumed that you are familiar with the basic elements of MIKE Zero: File 
types and file editors, the Plot Composer, the MIKE Zero Toolbox, the Data 
Viewer and the Mesh Generator. The documentation for these can by found 
from the MIKE Zero Documentation Index.

1.3 General Editor Layout

The MIKE 21/3 Wave Model FM setup editor consists of three separate 
panes.

1.3.1 Navigation tree

To the left is a navigation tree, that shows the structure of the model setup 
file, and is used to navigate through the separate sections of the file. By 
selecting an item in this tree, the corresponding editor is shown in the central 
pane of the setup editor.

1.3.2 Editor window

The editor for the selected section is shown in the central pane. The content 
of this editor is specific for the selected section, and might contain several 
property pages.
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For sections containing spatial data - e.g. internal wave generation, bounda-
ries and output - a geographic view showing the location of the relevant items 
will be available. The current navigation mode is selected in the bottom of this 
view, it can be zoomed in, zoomed out or recentered. A context menu is avail-
able from which the user can select to show the bathymetry or the mesh and 
to show the legend. From this context menu it is also possible to navigate to 
the previous and next zoom extent and to zoom to full extent. If the context 
menu is opened on an item - e.g. an internal wave generation zone - it is also 
possible to jump to this item’s editor.

Further options may be available in the context menu depending on the sec-
tion being edited.

1.3.3 Validation window

The bottom pane of the editor shows possible validation errors, and is 
dynamically updated to reflect the current status of the setup specifications.

By double-clicking on an error in this window, the editor in which this error 
occurs will be selected.

1.4 Online Help

The Online Help can be activated in several ways, depending on the user's 
requirement:

 F1-key seeking help on a specific activated dialog:
To access the help associated with a specific dialog page, press the 
F1-key on the keyboard after opening the editor and activating the spe-
cific property page. 

 Open the On-line Help system for browsing manually after a specific help 
page:

Open the On-line Help system by selecting “Help Topics” in the main 
menu bar. 
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Short Description
2 Introduction

MIKE 21/3 Wave Model FM is a modelling system that is capable of simulat-
ing wave processes from deep water to nearshore. This modelling system 
enhances the versatility and applicability of the MIKE software in offshore, 
coastal and port engineering. MIKE 21/3 Wave Model FM is a combination of 
two models: MIKE 21 Wave Model FM for two-dimensional (2D) calculations 
and MIKE 3 Wave Model FM for three-dimensional (3D) calculations. It is 
possible to switch between the 2D and 3D calculations on the MIKE 21/3 
Wave Model FM GUI. The modelling system contains a hydrodynamic mod-
ule for the flow calculation and a turbulence module and a Sand Transport 
module. The last two modules are only relevant for MIKE 3 Wave Model FM. 
The turbulence module is required if the two-equation turbulence model is 
used for the vertical or horizontal eddy viscosity in the hydrodynamic module. 
The Sand Transport Module calculates the resulting transport of non-cohe-
sive materials.

2.1 Short Description

MIKE 21/3 Wave Model FM is a phase-resolving wave model formulated in 
the time-domain in terms of the mass equation and the momentum equa-
tions. Two sets of governing equations can be applied:

 The 2D Boussinesq-type equations of Madsen and Sørensen (1992). 
These equations provide excellent accuracy in shoaling as well as in lin-
ear dispersion for the ratio of the water depth to the deep water wave 
length, h/L0, as large as 0.5.

 The fully nonlinear 3D Navier-Stokes equations with the free surface 
described by a height function.

The numerical techniques applied are based on an unstructured (flexible) 
mesh approach.

2.2 Application Areas

The model is to be applied in the following areas:

 Ports and terminals

– Wave agitation caused by short and long waves
– Input to dynamic ship mooring analysis (MIKE 21 MA)

 Coastal areas

– Non-linear wave transformation 
– Surf and swash zone hydrodynamics 
– Wave breaking and run-up 
– Coastal flooding
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– Tsunami (transient) modelling

 Coastal structures

– Wave overtopping
– Wave transmission (and reflection) through porous structures

 Offshore environments

– Transformation of steep non-linear waves 
– 3D wave kinematics for structural load calculations
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Defining and Limiting the Wave Problem
3 Getting Started

The purpose of this chapter is to give you a general check list, which you can 
use for determination and assessment of wave dynamics in ports, harbours 
and coastal areas using MIKE 21/3 Wave Model FM.

The work will normally consist of the six tasks listed below:

1. Defining and limiting the wave problem

2. Collecting data

3. Setting up the model

4. Calibrating and verifying the model

5. Running the production simulations

6. Presenting the results

Each of these six tasks are described for a "general wave study" in the follow-
ing sections. For your particular study only some of the tasks might be rele-
vant. Please note that whenever a word is written in italics it is included as an 
entry in the Online Help and in the Reference Manual.

3.1 Defining and Limiting the Wave Problem

3.1.1 Identify the wave problem

When preparing to do a wave study you have to assess the following before 
you start to set up the model:

 What are the "wave conditions" under consideration in the "area of inter-
est"?

 What are the "important wave phenomena"? 

The following phenomena should be taken into consideration:

– Shoaling
– Refraction
– Diffraction
– Partial reflection/transmission
– Bottom dissipation
– Wave breaking
– Run-up
– Wind-wave generation
– Frequency spreading
– Directional spreading
– Wave-wave interaction
– Wave-current interaction
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MIKE 21/3 Wave Model FM can handle these phenomena with the exception 
of wind-wave generation.

3.1.2 Check the model capabilities

Next, check if MIKE 21/3 Wave Model FM is able to solve your problem. This 
you can do by turning to Section 2, which gives a short description of MIKE 
21/3 Wave Model FM and an overview of the type of applications for which 
MIKE 21/3 Wave Model FM can be used, and by consulting the Scientific 
Documentation.

3.1.3 Define computational domain

Draw up your model domain on a sea chart showing the area of interest and 
the area of influence. This is normally an iterative process as on one hand 
you should keep the model domain as small as possible, while on the other 
hand you have to include the total area of influence. You also have to con-
sider the location of porous structures. 

The choice of the discrete resolution in the geographic and spectral space 
depends on the wave conditions for which simulations are to be performed 
and on the bathymetry and forcing fields (current, water level):

 Discrete resolution in the geographical space must be selected to pro-
vide adequate resolution of the bathymetry.

 Discrete resolution in the geographical space and the vertical space 
must be selected to provide adequate resolution at the wave field under 
consideration.

3.1.4 Check computer resources

Finally, before you start to set up the model, you should check that you are 
not requesting unrealistic computer resources:

 The CPU time required should be estimated.

 The Disk Space required should be estimated.

It is recommended to run the MIKE 21/3 Wave Model FM examples included 
in the installation for assessment of the computational speed on your PC and 
to assess the disk space consumption.

3.2 Collecting Data

This task may take a long time if, for example, you have to initiate a monitor-
ing program. Alternatively it may be carried out very quickly if you are able to 
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use existing data which are immediately available. In all cases the following 
data should be collected:

 Bathymetric data such as charts from local surveys or, for example, from 
the Hydrographic Office, UK, or MIKE C-MAP

 Wave data, which might be measurements (existing or planned specifi-
cally for your model), observations, wave statistics, etc.

 Information on type of structures for assessment of the reflection proper-
ties

 Calibration and validation data; these might be measured wave parame-
ters at selected locations, observations, etc.

3.3 Setting up the Model

3.3.1 What does it mean

"Setting up the model" is actually another way of saying transforming real 
world events and data into a format which can be understood by the numeri-
cal model MIKE 21/3 Wave Model FM. Thus generally speaking, all the data 
collected have to be resolved on the spatial grid selected.

3.3.2 Selecting the dimension

In general, the use of the MIKE 3 Wave Model FM (3D Navier-Stokes equa-
tion) gives more accurate results compared to the use of MIKE 21 Wave 
Model FM (2D Boussinesq equations). 2D Boussinesq equations provides 
excellent accuracy in shoaling as well as in linear dispersion for the ratio of 
the water depth to the deep water wave length, h/L0, as large as 0.5. At this 
limit the celerity error is 5%. Hence, it can be considered as an upper practi-
cal limit for the extended Boussinesq equations. For the 3D Navier-Stokes 
equations there is no deep water limit. The requirements for the horizontal 
spatial discretization and the time discretization are approximately the same 
for the two models. Still, the computational times for MIKE 3 Wave Model FM 
are significantly higher than for MIKE 21 Wave Model FM. The computational 
time using MIKE 3 Wave Model FM strongly depends on the number of layers 
used. If the vertical velocity and pressure distribution should be accurately 
predicted, then MIKE 3 Wave Model FM must be used.

3.3.3 Mesh and bathymetry

Providing MIKE 21/3 Wave Model FM with a suitable mesh and bathymetry is 
essential for obtaining reliable results from your model. Setting up the mesh 
includes the appropriate selection of the area to be modelled, adequate reso-
lution of the bathymetry and wave field under consideration and definition of 
codes for specification of location of porosity zones and sponge layers. Fur-
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thermore, the resolution in the geographical space must also be selected with 
respect to stability considerations. 

Describing the water depth in your defined model domain is one of the most 
important tasks in the modelling process. A few hours less spent in generat-
ing the mesh covering the bathymetry may later on mean extra days spent in 
the calibration process.

The mesh file including your bathymetry is generated by MIKE Zero Mesh 
Generator, which is a tool for the generation and handling of unstructured 
meshes, including the definition and editing of boundaries. If a structured 
mesh consisting of quadrilateral elements is used, the mesh can also be gen-
erated using the MIKE Zero Bathymetry Editor.

For a 3D simulation you must also specify the vertical discretization. For most 
wave simulations the sigma discretization is used. In many cases 3-5 vertical 
layers are enough to get good results, but for accurate calculation of short 
waves in deep water and of the vertical kinematics more layers are required.

3.3.4 Porosity

The location of the porous structures zones can be determined from the 
boundary information.

3.3.5 Sponge layer

The location of the sponge layers is can be determined from the boundary 
information. 

3.3.6 Wave breaking

Using the 3D Navier-Stokes equations wave breaking in the surf zone is han-
dled using a shock-capturing scheme. However, using the 2D extended 
Boussinesq equations additional damping terms has to be added to get a 
good prediction of the variation in the surf zone of the wave height and setup.

3.3.7 Wave data

In most cases you will force the model by waves generated inside the model 
domain. The internal wave generation of waves allows you to absorb all 
waves leaving the model domain (radiation type boundaries).
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3.4 Calibrating and Verifying the Model

3.4.1 Purpose

Having completed all the tasks listed above you are ready to do the first time-
domain wave simulation and to start the calibration of the model. The pur-
pose of the calibration is to tune the model in order to reproduce 
known/measured wave conditions. The calibrated/tuned model is then veri-
fied by running one or more simulations for which measurements are availa-
ble without changing any tuning parameters. This should ensure that 
simulations can be made for any wave conditions similar to the calibration 
and verification wave conditions with satisfactory results. However, you 
should never use simulation results, whether verified or not, without checking 
if they are reasonable or not.

3.4.2 Verification

The situations which you select for calibration and verification of the model 
should cover the range of situations you wish to investigate in the production 
runs. However, as you must have some measurements/observations against 
which to calibrate and, as the measurements are often only available for short 
periods, you may only have a few situations from which to choose. When you 
have finished the calibration you can run one more simulation for which you 
have measurements (or other data) without changing the calibration parame-
ters. If you then get a satisfactory agreement between the simulation results 
and the measurements you can consider your calibration to be successful.

3.4.3 Calibration parameters

When you run your calibration run for the first time and compare the simula-
tion results to your measurements (or other information) you will, in many 
cases, see differences between the two. The purpose of the calibration is 
then to tune the model so that these differences become negligible. You can 
change the following model specifications in order to reduce the differences:

 Wave conditions

 Porosity

 Bed resistance

 Bathymetry

Recommendations on how the specification can be changed are given in the 
Reference Manual.
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3.5 Running the Production Simulations

As you have calibrated and verified the model you can get on to the "real" 
work, that is doing your actual investigation. This will, in some cases, only 
include a few runs.

3.6 Presenting the Results

Throughout a modelling study you are working with large amounts of data 
and the best way of checking them is therefore to look at them graphically. 
Only in a few cases, such as when you check your bathymetry along a 
boundary or you want to compare simulation results to measurements in 
selected locations, should you look at the individual numbers. Much empha-
sis has therefore been placed on the capabilities for graphical presentation in 
MIKE Zero and it is an area which will be expanded and focused on even fur-
ther in future versions. Essentially, one plot gives more information than 
scores of tables. A good way of presenting the model results is using contour 
plots of e.g. the calculated wave disturbance coefficient by using the Plot 
Composer or Result Viewer tool in MIKE Zero. Instantaneous pictures/videos 
of the simulated surface elevations can also be generated. For 3D visualis-
ation MIKE Animator Plus is recommended.
18 MIKE 21/3 Wave Model FM - © DHI A/S



General
4 Examples

4.1 General

One of the best ways of learning how to use a modelling system like MIKE 
21/3 Wave Model FM is through practice. Therefore, examples have been 
included which you can go through yourself and which you can modify, if you 
like, to see what happens if some of the parameters are changed.

The specification data files for the example are included with the installation 
of MIKE Zero.

The following two examples are included to show the application of MIKE 21 
Wave Model FM (2D Boussinesq equations)

 Ronne Harbour:
.\Examples\MIKE_21\WaveModel_FM\HD\Ronne

 Breaking Waves on a Plane Beach:
.\Examples\MIKE_21\WaveModel_FM\HD\Plane_Beach

The following four examples are included to show the application of MIKE 3 
Wave Model FM (3D Navier-Stokes equations)

 Ronne Harbour: 
.\Examples\MIKE_3\WaveModel_FM\HD\Ronne

 Breaking Waves on a Plane Beach:
.\Examples\MIKE_3\WaveModel_FM\HD\Plane_Beach

 Breakwater Overtopping
.\Examples\MIKE_3\WaveModel_FM\HD\Breakwater_Overtopping

 Coastal Flooding in Capbreton: 
.\Examples\MIKE_3\WaveModel_FM\HD\Capbreton

4.2 Ronne Harbour

4.2.1 Purpose of the example

The purpose of this example is to simulate the wave disturbance in Rønne 
harbour, Denmark, situated in the Baltic Sea. Of special interests is wave dis-
turbance at the cruise terminal, see Figure 4.1. Simulations are performed 
using both the 2D Boussinesq equations and the 3D Navier-Stokes equa-
tions.

The event to be simulated corresponds to a situation occurring 10 hours per 
year (on average) and is characterised by having a significant wave height of 
Hm0= 2.65 m with a spectral peak period of Tp = 8.6 s. The waves are synthe-
sized based on a mean JONSWAP spectrum, as the minimum wave period is 
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set to Tmin = 5.0s. Please note that the truncated wave spectrum is not 
rescaled, i.e. the incoming wave height is less than 2.65 m.

Figure 4.1 Right panel shows the new cruise ship terminal in Rønne harbour, Den-
mark. Left panel shows the harbour layout before the cruise terminal 
was constructed

4.2.2 Model setup

Simulations are performed using both a structured and an unstructured 
Mesh. The structured horizontal mesh consists of 21110 uniform quadrilateral 
elements (see Figure 4.2). Hence, there is a staircase approximation of the 
boundaries. The unstructured horizontal mesh consists of 23436 triangular 
elements (see Figure 4.3). Here a boundary fitted mesh is used. For the sim-
ulations using 3D Navier-Stokes equations a non-equidistant (sigma_c=0.1, 
b=0 and theta=2) vertical discretization with 3 layers is applied. The total 
number of elements in the 3D structured and unstructured mesh is 63330 and 
70308, respectively. The simulation period is 12 minutes.

For the simulations with structured mesh the incoming waves are specified 
using a relaxation zone: Line from (x,y)=(55.0m, 547.5m) to (x,y)=(55.0m, 
277.5m) and the width of the ramp-up zone is 40m. 

For the simulations with unstructured mesh the incoming waves are specified 
using a relaxation zone: Line from (x,y)=( 479475.697m, 6105479.58m) to 
(x,y)=( 479653.884m, 6105045.67m) and the width of the ramp-up zone is 
40m.

At the harbour breakwater porosity layers are applied for simulation of partial 
wave reflection. Porosity values in the range 0.40-0.81 are used. The location 
of the porosity layers is shown in Figure 4.4. In the innermost part of the har-
bour a 50 wide sponge layer is used to absorb the waves here. In reality the 
waves will break at a small beach here, but this will not affect the waves in the 
central part of the harbour. For the simulation with structured mesh the poros-
ity and the sponge layers is specified using dfs2-file. For the simulation with 
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unstructured mesh the porosity and the sponge layers is specified based on 
the boundary information. A plot showing the boundary codes is shown in 
Figure 4.5.

Figure 4.2 Computational domain (structured mesh)

Figure 4.3 Computational domain (unstructured mesh)
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Figure 4.4 Porosity map (unstructured mesh)

Figure 4.5 Boundary codes for specification of the sponge layer (code 2 and 3) 
and of the porosity (code 4-10) for the simulation using unstructured 
mesh.
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4.2.3 Model results

The model results are presented in Figure 4.6 - Figure 4.9. Here contour plots 
of the simulated wave disturbance coefficients (after 12 minutes) are shown. 
It is seen that there is very good agreement between the results using the 2D 
Boussinesq equations and the 3D Navier-Stokes equations.

Figure 4.6 Contour plot showing the simulated wave disturbance coefficients. 
MIKE 21/3 Wave Model FM using the 2D Boussinesq equations with 
structured mesh.
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Figure 4.7 Contour plot showing the simulated wave disturbance coefficients. 
MIKE 21/3 Wave Model FM using the 2D Boussinesq equations with 
unstructured mesh.

Figure 4.8 Contour plot showing the simulated wave disturbance coefficients. 
MIKE 21/3 Wave Model FM using the 3D Navier-Stokes equations with 
structured mesh.
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Figure 4.9 Contour plot showing the simulated wave disturbance coefficients. 
MIKE 21/3 Wave Model FM using the 3D Navier-Stokes equations with 
unstructured mesh.

4.2.4 List of data and specification files

The following data files (included in the \Ronne folder) are supplied with MIKE 
21/3 Wave Model FM:

File name: bathy_layout1998.dfs2
Description: Mesh file including mesh and bathymetry (structured)

File name: tri_layout1998_36m2.mesh
Description: Mesh file including mesh and bathymetry (unstructured)

Name: sponge.dfs2
Description: Sponge layer coefficients

Name: porosity.dfs2
Description: Porosity coefficients

File name: Quad_irregular_2d.mwfm
Description: MIKE 21 Wave Model FM specification file (structured mesh)

File name: Tri_irregular_2d.mwfm
Description: MIKE 21 Wave Model FM specification file (unstructured mesh)

File name: Quad_irregular_3d.mwfm
Description: MIKE 3 Wave Model FM specification file (structured mesh)
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File name: Tri_irregular_3d.mwfm
Description: MIKE 3 Wave Model FM specification file (unstructured mesh)

4.3 Breaking Waves on a Plane Beach

4.3.1 Purpose of the example

Wave breaking and wave run-up on a gently sloping plane beach is consid-
ered in this example. The example concentrates on shoaling of regular waves 
and spilling type of wave breaking.

The experimental data by Ting and Kirby (1994) is used to validate MIKE 21/3 
Wave Model FM. Simulations are performed using both the 2D Boussinesq 
equations and the 3D Navier-Stokes equations. Ting and Kirby (1994) pre-
sented measurements for both spilling breakers and plunging breakers on a 
plane sloping beach. They looked at the wave breaking, undertow and turbu-
lence.

4.3.2 Model setup

The model setup follows the experimental setup by Ting and Kirby (1994). 
The slope of the plane beach was 1/35 starting at a depth of 0.40m (see 
Figure 4.10). This test case is a one-dimensional flow problem. Hence, a 
one-element wide channel is used in the simulation. The horizontal mesh 
consists of quadrilateral elements with an edge length of 0.02m. For the sim-
ulations using 3D Navier-Stokes equations an equidistant vertical discretiza-
tion with 12 layers is applied. The incoming waves are specified using a 
relaxation zone: Line from (x,y)=(5.0m, 0.02m) to (x,y)=(5.0m, 0.0) and the 
width of the ramp-up zone is 3.0m. For the 2D simulation the waves are gen-
erated using 3rd order Boussinesq theory with wave period 2.0s and wave 
height 0,125m. For the 3D simulation the waves are generated using the 
stream function wave theory with a wave period of 2.0s and a wave height of 
0.125m. For the simulations using 3D Navier-Stokes equations horizontal and 
vertical eddy viscosity has been applied using the k- formulation and bed 
friction is applied with a roughness height of 0.0005m.
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Figure 4.10 Sketch illustrating numerical setup

4.3.3 Model results 

Figure 4.11 shows a line series of the simulated surface elevation on top of 
the bathymetry. The wave breaking and wave run-up processes are clearly 
seen on this figure. The cross-shore variation of the wave crest elevation, 
wave trough elevation and mean water level are shown in Figure 4.12. It is 
seen that using the Boussinesq equations the nonlinear shoaling is underes-
timated. The reason for this discrepancy is that the enhanced Boussinesq 
equations underestimate the transfer of energy to the superharmonics. The 
nonlinear shoaling is significantly improved using the 3D Navier-Stokes equa-
tions. The simulations give a good prediction of the variation in the surf zone 
of the wave height and setup. 

Figure 4.11 The cross-shore variation of surface elevation for the test of Ting and 
Kirby (1994) with spilling breakers (T=2s). 
Powering Water Decisions 27



Examples
Figure 4.12 The cross-shore variation of the wave crest elevation, wave trough ele-
vation and mean water level for the test of Ting and Kirby (1994) with 
spilling breakers (T=2s). Blue line: MIKE 21/3 Wave Model FM using 2D 
Boussinesq equations; Black line: MIKE 21/3 Wave Model FM using 3D 
Navier-Stokes equations; Red circles; experimental data.

For the simulation using 3D Navier-Stokes equations the modelled and meas-
ured undertow is compared in Figure 4.13. The locations of the measure-
ments at position A-H are x=[8.735m, 15.945m, 16.665m, 17.275m, 
17.885m, 18.495m, 19.110m, 19.725m]. It is seen that MIKE 21/3 Wave 
Model FM does a fair job a predicting the undertow at profiles A, F, G and H. 
At locations B, C, D and E the model over-predicts the undertow velocities in 
the lower part of the water. This is likely related to the wave being too large 
before breaking and breaking slightly further off-shore in MIKE 21/3 Wave 
Model FM compared to the measurements.
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Figure 4.13 Comparison between measured and modelled undertow at the 8 loca-
tions A-H. 
Black line: MIKE 3 Wave Model FM; Red circles; experimental data

The definition of the parameters shown in Figure 4.13 is described below.

The dimensionless mean velocity is defined by  and the 
dimensionless distance is defined by . The mean water 
depth, hmean, is determined as the still water depth plus the calculated mean 
surface elevation, smean, and umean is the calculated mean velocity. 

umean ghmean 
z smean–  hmean
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4.3.4 List of data and specification files

The following data files (included in the \Plane_Beach folder) are supplied 
with MIKE 21/3 Wave Model FM:

File name: quad_0.2m.mesh
Description: Mesh file including mesh and bathymetry

File name: Regular_spilling_2d.mwfm
Description: MIKE 21 Wave Model FM specification file

File name: Regular_spilling_3d.mwfm
Description: MIKE 3 Wave Model FM specification file

4.4 Breakwater Overtopping

4.4.1 Purpose of the example

This example shows how MIKE 21/3 Wave Model FM can be used to simu-
late wave overtopping over both an impermeable breakwater and a porous 
breakwater. Simulations are performed using the 3D Navier-Stokes equa-
tions. The example also shows the setup of a 3D porosity zone map and cal-
culation of reflection coefficients from the porous breakwater. 

Bruce et al. (2009) presented results from physical model tests of wave over-
topping over breakwater structures. The main focus was on porous breakwa-
ters with different types of armour layers. As a starting point a set of reference 
tests were made with an impermeable breakwater. Bruce et al. (2009) per-
formed a number of experiments varying the water depth and the wave condi-
tions. In this installation example, the case with still water depth h=0.222m 
and irregular waves with significant wave height Hm0=0.074m, and peak 
wave period Tp=1.56s is simulated.

4.4.2 Model setup

The geometry of the model setup follows the flume experiments in Bruce et 
al. (2009). It consists of a flume with a length of 16m and a width of 1m. As 
the experiments can be considered to be two dimensional the width of the 
flume is only resolved with one element. The length of the flume is resolved 
with quadrilateral elements with an edge length of 0.025m. The water depth is 
resolved with 10 non-equidistant sigma layers for the impermeable case and 
30 non-equidistant sigma layers for the porous case.

For the impermeable breakwater case the toe of the impermeable breakwater 
is placed at a distance of 10m from the wave maker. The breakwater has a 
slope at 1:1.5 and the breakwater crest level is at 0.2812m which gives a free 
board of Rc=0.0592m (see Figure 4.14). For the porous breakwater case the 
water depth is constant in the whole domain, and the breakwater is modelled 
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using a porosity map. In the experimental setup the breakwater was com-
posed of three materials; core, filter layer and armour layer (see Figure 4.15). 
The thickness of the layers was related to the diameter of the applied armour 
units in the experiments. For the selected case with an armour layer com-
posed of natural rocks, the stones had a diameter, d50 = 0.03m. The corre-
sponding grain diameters for the filter and core material were 0.014m and 
0.007m. The values of the linear and nonlinear friction parameters are set to 
 = 500 and  = 2 and the porosity is set to 0.4 in all three zones.

Figure 4.14 Layout of the impermeable breakwater structure following the experi-
mental setup given in Bruce et al. (2009).

Figure 4.15 Layout of the porous breakwater structure following the experimental 
setup given in Bruce et al. (2009).

The porosity map that defines the breakwater is generated by running a sim-
ulation with only one time step. The initial water depth in this pre-processing 
step should be large enough to cover the entire volume of the porous break-
water. In the output dialog, only porous zones are selected. This will generate 
one dfsu file that only includes an item for the porous zones. The user will 
now have to modify this file using the Data Manager in order to define the 
porous zone value in the relevant elements. If the breakwater contains three 
different porous zones the elements that are inside these zones should be 
given the values 1, 2, and 3. This dfsu file is saved and named e.g. porosi-
ty_zones.dfsu and is subsequently used in the porosity dialog in the final 
model setup by selecting "Porosity zones (3D map)". Here, values for stone 
diameter, porosity, and resistance parameters can be assigned to each zone. 
A close-up of the 3D porosity zone map is shown in Figure 4.16.
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Figure 4.16 3D porosity map (dfsu-file) with three different porous zones. 
Yellow: Core; Green: filter layer; Red: armour. layer

The incoming waves are specified using a relaxation zone: Line from 
(x,y)=(3.0m, 0.0m) to (x,y)=(3.0m, 1.0) and the width of the ramp-up zone is 
2.8m.

4.4.3 Model results 

The overtopping is measured by adding a discharge output line at the crest of 
the breakwater. For the porous breakwater case "Cross section excluding 
porosity" should be selected. In Figure 4.17 and Figure 4.18 is shown the 
time series of the accumulated discharge for the impermeable breakwater 
and the porous breakwater. In Figure 4.19 is shown a snapshot of the surface 
elevation variation for the impermeable breakwater case at a time where 
overtopping occur.

Figure 4.17 Time series of the accumulated discharge for the impermeable break-
water case.
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Figure 4.18 Time series of the accumulated discharge for the porous breakwater 
case.

Figure 4.19 A snapshot of the surface elevation variation for the impermeable 
breakwater case 

Calculating reflection from breakwater
The example setup includes output of the surface elevation at five wave 
gauges in front of the breakwater. These are placed with a non-equidistant 
spacing in order to be used for a reflection analysis. With this, the incident 
and reflected wave spectra can be separated and the reflection coefficient 
can be computed as the ratio between the reflected and incident wave height.

An example of performing the reflection analysis is included based on the WS 
reflection analysis included in the Mike Zero Wave Analysis Tools. In this 
case the reflection coefficient is found to be 0.478.

4.4.4 List of data and specification files

The following data files (included in the \Breakwater_Overtopping folder) are 
supplied with MIKE 21/3 Wave Model FM:
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File name: quad_0.025m_breakwater.mesh
Description: Mesh file including mesh and bathymetry for the case with an 
impermeable breakwater 

File name: quad_0.025m.mesh
Description: Mesh file including mesh and bathymetry for the case with a 
porous breakwater 

File name: porosity_zones.dfsu
Description: 3D porosity map defining the three zones

File name: Irregular_impermeable.mwfm
Description: MIKE 3 Wave Model FM specification file

File name: Irregular_porous.mwfm
Description: MIKE 3 Wave Model FM specification file

File name: WsReflectionAnalysisPar1.wsra
Description: Wave reflection analysis

4.5 Coastal Flooding in Capbreton

4.5.1 Purpose of the example

The purpose of this example is to simulate the coastal flooding during a storm 
event in the town of Capbreton, France, situated on the Atlantic coast 
(Figure 4.20). 

MIKE 21/3 Wave Model FM is used to calculate the overtopping rates in the 
entrance channel during this event. Simulations are performed using the 3D 
Navier-Stokes equations.

Figure 4.20 Left panel shows a picture of the entrance channel, taken from the yel-
low marker on the right panel. Right panel shows a satellite picture of 
the city of Capbreton (Source: Google Earth).
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4.5.2 Model setup

The domain covers the entrance channel as well as the coastal areas south 
of the port (see Figure 4.2). The model size is 1600m by 1700m. Land is 
included as part of the bathymetry to allow coastal flooding in the model. Sim-
ulations are performed using a mesh with more than 100.000 uniform quadri-
lateral elements with a grid spacing of 5m.

The orientation of the domain area is defined to align the model grids with the 
entrance channel walls. This orientation is also adapted to the main direction 
of the incoming waves.

A wave generation line is located along the 10m depth contour (relative to 
NGF: general levelling of France). The simulated event corresponds to the 
peak of the main recent and widely documented storm on this coast: storm 
Christine, which happened from 2nd to 4th March 2014. 

In front of the entrance channel, the peak of the storm is characterised by a 
significant wave height of Hm0 = 2.55m, a spectral peak period of Tp = 18.3s, 
and a main wave direction of MWD = 290°N. The associated water level is 
2.68m NGF. The water level is changed by specifying the initial surface eleva-
tion using a 2D input file, where the surface elevation is 2.68 m. The waves 
are irregular, and generated based on a mean JONSWAP spectrum. A wave 
absorbing sponge layer is applied along the southern boundary to absorb the 
waves going out of the model area. Sponge layers are also placed at the 
north and east boundary to absorb the waves propagating up the river.
Note, that the reference level for the internal generation and the sponge lay-
ers should be set to 2.68m.
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Figure 4.21 Domain and bathymetry for Capbreton harbour

The Capbreton example runs for about 30 minutes using a 3.2 GHz PC with 
16 cores, to simulate 10 minutes (MPI parallelisation with 16 subdomains).

4.5.3 Model results

Figure 4.22 shows a 2D visualisation of the simulated instantaneous surface 
elevation at the moment of the arrival of the first generated waves in the 
entrance channel. You can make a similar plot using the file Area.plc after 
model execution.
36 MIKE 21/3 Wave Model FM - © DHI A/S



Coastal Flooding in Capbreton
Figure 4.22 Model result: 2D visualisation of the instantaneous surface elevation 
after 10 minutes.

Figure 4.23 shows a 3D visualisation of the simulated instantaneous surface 
elevation. Flooding due to wave overtopping is seen both on the northern and 
southern quays of the channel. A screen shot of a video taken from the south-
ern quay during the storm is also presented.
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Figure 4.23 Wave overtopping in Capbreton harbour. Upper panel shows a 3D pic-
ture of the simulated instantaneous surface elevation in Capbreton 
entrance channel. Lower panel shows a screenshot of a video taken 
during the storm on the southern quay of the entrance channel 
(Source: YouTube, Mars 2014, retrieved from http://www.you-
tube.com/watch?v=6YuNtXfUHMM)
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The wave overtopping in the entrance channel is calculated using discharge 
output lines along the vertical walls of the channel. Figure 4.24 shows the 
time series of the accumulated discharge across the two output lines, located 
on the map. You can make a similar plot using the file Results.plc after model 
execution. The discharge is positive when the flow occurs towards land. The 
estimated overtopping discharges across the quays can then be used as 
inputs for sources in a flooding model of Capbreton combining the effects of 
wave overtopping, tide, and of the two rivers flowing into the port.

Figure 4.24 Upper panel shows a "zoomed-in" view of Figure 4.22 in the entrance 
channel with the location of two discharge output lines along the quays. 
Lower panel shows time series of the accumulated discharges across 
these lines over the duration of the simulation.
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4.5.4 List of data and specification files

The following data files (included in the \Capbreton folder) are supplied with 
MIKE 21/3 Wave Model FM:

File name: Capbreton.mesh
Description: Mesh file including mesh and bathymetry

File name: Capbreton.mwfm
Description: MIKE 3 Wave Model FM specification file

File name: Area.plc
Description: Plot Composer file for visualisation of the simulated instantane-
ous surface elevation in the entire domain

File name: Results.plc
Description: Plot Composer file for visualisation of the simulated instantane-
ous surface elevation in the entrance channel and two time series of accumu-
lated discharges

File name: Capbreton.jpg+Capbreton.jpgw
Description: Georeferenced background satellite image file
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5 BASIC PARAMETERS

5.1 Domain

Providing MIKE 21/3 Wave Model FM with a suitable mesh is essential for 
obtaining reliable results from your model. Setting up the mesh includes 
selection of the appropriate area to be modelled, adequate resolution of the 
bathymetry, wave and flow fields under consideration and definition of codes 
for porosity zones, sponge layers and closed boundaries. Furthermore, the 
resolution in the geographical space must also be selected with respect to 
stability considerations.

MIKE 21/3 Wave Model FM is based on the flexible mesh approach. A lay-
ered mesh is used: In the horizontal domain an unstructured mesh is used 
while in the vertical domain a structured mesh is used (see Figure 5.1). The 
vertical mesh is based on either sigma-coordinates or combined sigma/z-
level coordinates. For the hybrid sigma/z-level mesh sigma coordinates are 
used from the free surface to a specified depth and z-level coordinates are 
used below. The different types of vertical mesh are illustrated in Figure 5.2. 
The elements in the sigma domain and the z-level domain can be prisms or 
bricks (hexahedrals) whose horizontal faces are triangles and quadrilateral 
elements, respectively. The elements are perfectly vertical and all layers have 
identical topology.

Figure 5.1 3D mesh using sigma coordinates
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Figure 5.2 Illustrations of the different vertical grids. 
Upper: sigma mesh, Lower: combined sigma/z-level mesh with simple 
bathymetry adjustment. The red line shows the interface between the z-
level domain and the sigma-level domain.

5.1.1 Mesh and bathymetry

The mesh and bathymetry can be specified either using a mesh file or a 
bathymetry data file.

Mesh file
You generate your mesh file in the MIKE Zero Mesh Generator, which is a 
tool for the generation and handling of unstructured meshes, including the 
definition and editing of boundaries. 

The mesh file is an ASCII file including information of the map projection and 
of the geographical position and bathymetry (Bed elevation) for each node 
point in the mesh. The file also includes information of the node-connectivity 
in the mesh. 
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Bathymetry data file
You generate your bathymetry data file in the MIKE Zero Bathymetry Editor, 
which is a tool for the generation of structured meshes. An example with a 
step-by-step description of how to use the Bathymetry Editor for creating a 
bathymetry data file is included with the installation. Please find this example 
in your installation folder under Examples\MIKEZero\BatEdit.

The bathymetry data file is a dfs2 file which contains the bathymetry (Bed ele-
vation) and the following geographical information of the computational 
domain

 The map projection

 The geographical position of the grid origin

 The grid orientation. 

The grid orientation is defined as the angle between true north and the y-axis 
of the model measured clockwise. A mnemonic way of remembering this defi-
nition is by thinking of NYC, which normally means New York City, but which 
for our purpose means "from North to the Y-axis Clockwise", see Figure 5.3.

Figure 5.3 Definition of model orientation

The bathymetry data file also contains information of the true land value. True 
land value is the minimum value you have specified for land points when you 
prepared the bathymetry. All grid points with a depth value equal to or greater 
than the value you specify will be excluded from the computational domain. 
The value representing land is the forth element in the custom block called 
M21_Misc which consists of 7 elements of type float. The computational 
mesh is shown in the graphical view.

The bathymetry data file does not contain any information of the boundaries. 
Therefore starting at the grid origin and going counter-clockwise a boundary 
code (2, 3, 4 …) is set for each open boundary section of the grid. The bound-
ary codes can be seen by clicking on the graphical view and select "Show 
mesh".

The bathymetry data file can also be converted to a mesh file using the MIKE 
Zero Mesh Converter Tool. This will allow you to edit the boundary codes 
using the MIKE Zero Data Viewer. Note, that a simulation using a mesh file 
will give different result than using the bathymetry data file directly due to the 
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difference in the determination of the bed elevation in the cell center (see Bed 
elevation).

Bed elevation
Using a mesh file for specification of the mesh and bathymetry, the bed eleva-
tion is given at the nodes (vertices) of the elements. The governing equations 
are solved using a cell-centred finite volume approach. Here the bed level is 
required at the cell center. This bed level is determined as the mean value of 
the node values.

Using a bathymetry data file for specification of the mesh and bathymetry, the 
bed elevation at the cell center of the elements is determined as the bed ele-
vation specified in the input data file. The bed elevation at the nodes is deter-
mined as the area-weighted mean values of the bed elevation in the elements 
connected to the node and the weight factors are the areas of the connected 
elements.

5.1.2 Domain specification

Map projection

When the mesh is specified using a mesh file generated by the MIKE Zero 
Mesh Generator or the mesh is specified using a bathymetry data file gener-
ated by the MIKE Zero Bathymetry Editor the map projection is defined in the 
input data file and is only shown for reference in the user interface. If the map 
projection is not defined in the mesh file, you have to select the correct map 
projection corresponding to the data in the mesh file.

Note: In a 2D simulation is not possible to use a geographical map projection.

Minimum depth cutoff

If the bathymetry level in an element is above the minimum depth cutoff value 
then the minimum depth cutoff value is replacing the actual bathymetry value 
in the computations. Please note that the minimum depth cutoff value may be 
negative as the bathymetry levels is often so in the mesh file.

If you also apply a Datum shift - the depth cutoff is relative to the corrected 
depths. 

For instance - you have a mesh file with values between +2 and -20 meters. 
You then shift these to a different datum with a shift of +1 meters. Your cor-
rected bathymetry now ranges between +1 and -21 m. You can then cutoff all 
depths above -2m, leaving the bathymetry used in the model to range 
between -2 and -21 m.
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Datum shift

You can use any convenient datum for setting up the mesh of your model. 
This can be Chart Datum (CD), Lowest Astronomical Tide (LAT) or Mean Sea 
Level (MSL). The actual datum is unimportant. 

What is important, however, is that for each simulation you must provide the 
model with the correct height of the model reference level relative to the 
datum used in the setup of your bathymetry. Specifying the datum shift does 
this. In this way it is possible to carry out simulations using a range of different 
water levels without having to alter the mesh file. 

If you do not plan to apply different water levels in different simulations it is 
recommended that you set up your bathymetry with the datum that you plan 
use in the simulations, thus having a datum shift of 0 m. 

Note: A datum shift of e.g. 2 m (-2 m) means the water depth is increased 
(decreased) by 2 m in all node points.

Mesh decomposition

To improve the performance of the numerical scheme it is possible to include 
reordering of the mesh (renumbering of the element and node numbers). This 
can significantly speed up the computational time by optimizing the memory 
access.

To improve the performance of the numerical scheme a domain decomposi-
tion technique is applied. If reordering is included the reordering is applied at 
subdomain level.

Note: When reordering is applied the numbering of the nodes and elements 
in the output files has been changed compared to the information in the mesh 
file. The information in the log file corresponds to the new ordering.

Dimension

In MIKE 21/3 Wave Model FM you can choose whether to simulate in 2D or 
3D. If you choose to simulate in 3D you have to specify the Vertical mesh of 
the grid.

5.1.3 Vertical mesh

In the vertical domain a layered mesh is applied. Two different types of the 
mesh can be used:

 Sigma

 Combined sigma/z-level 
Powering Water Decisions 45



BASIC PARAMETERS
In most wave applications it is recommended to use sigma coordinates for 
the vertical discretization. The advantage using sigma coordinates is their 
ability to accurately represent the bathymetry and provide consistent resolu-
tion near the bed.

The recommended number of vertical layers depends on the model. A rough 
guideline is 4-7 layers for modelling surface elevation, and 8-12 layers for 
modelling breaking waves.

Sigma

In the sigma domain the vertical distribution of the layers can be specified in 
three different ways: 

 Equidistant

 Layer thickness

 Variable

Figure 5.4 Examples of vertical distribution of layers for a water column 100 m 
deep. A number of 12 layers has been applied for all three options.
Left column: Equidistant distribution
Middle column: Layer thickness distribution
Right column: Variable distribution

For all three options you must specify the number of vertical layers (ele-
ments).

Selecting equidistant distribution, the layers are distributed equidistant across 
the water depth. 
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Selecting layer thickness distribution, the fraction of each layer’s thickness 
across the water depth must be specified. Note that the sum of the values for 
the layer thickness must be equal to 1. 

Selecting variable distribution, you must specify three vertical distribution 
parameters: 

1. sigma_c (c )
c is a weighting factor between the equidistant distribution and the 
stretch distribution. The range is . The value 1 corresponds to 
equidistant distribution and 0 corresponds to stretched distribution.
A small value of c can result in linear instability.

2. theta ( )
 is the surface control parameter. The range is .

3. b is the bottom control parameter. The range is .

The variable s-coordinates are obtained using a discrete formulation of the 
general vertical coordinate (s-coordinate) system proposed by Song and 
Haidvogel (1994). 

If  <<1 and b=0 an equidistance vertical resolution is obtained. By increasing 
the value of  , the highest resolution is achieved near the surface. If  >0 and 
b=1 a high resolution is obtained both near the surface and near the bottom.

A detailed description of the equations behind the variable distribution can be 
found in the scientific documentation for MIKE 21/3 Wave Model FM, Hydro-
dynamic Module.

Figure 5.5 Example of vertical distribution using layer thickness distribution. Num-
ber of layers: 10, thickness of layers 1 to 10: 
0.025,0.075,0.1,0.1,0.2,0.2,0.1,0.1,0.075,0.025

0 c 1

0  20

0 b 1 
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Figure 5.6 Example of vertical distribution using variable distribution. Number of 
layers: 10, sigma_c = 0.1, theta  = 5, b = 1 

Combined sigma/z-level

For the combined sigma/z-level mesh sigma coordinates are used from the 
free surface to a user specified level (sigma depth) and below that z-level 
coordinates are used. 

Figure 5.7 Example of vertical distribution using combined sigma/z-level

When flood and dry is included in the simulation, the flooding and drying (see  
p. 56) is restricted to areas within the sigma domain. Therefore the sigma 
depth must be selected so that the minimum water level during the simulation 
does not become lower than that sigma depth.

The specification of the mesh in the sigma domain is done as described in the 
previous section (see p. 46). In the z-level domain the vertical distribution of 
the layers can be specified in two different ways: 
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Domain
 Equidistant

 Layer thickness

For both options you must specify the number of vertical layers (elements) 
and the sigma depth.

Selecting Equidistant distribution the constant layer thickness must be speci-
fied. 

Selecting Layer thickness distribution the thickness of each layer must be 
specified. Layer 1 correspond to the bottom layer, layer 2 corresponds to the 
second layer from the bottom and so on.

The type of bathymetry adjustment can be specified in two ways:

 Simple adjustment

 Advanced adjustment

When selecting simple adjustment, the bottom depth is rounded to the near-
est depth except when the bottom depth is below the minimum z-level. Here 
a bottom fitted approach is applied to take into account the correct depth. 

When selecting advanced adjustment, a bottom fitted approach is applied in 
the whole z-level domain which allows the correct depth to be taken into 
account. Using the advanced adjustment you must also specify a minimum 
layer thickness. Normally, it can be specified as 1/100 of the constant layer 
thickness when the option Equidistant distribution is selected and corre-
spondingly 1/100 of the minimum layer thickness when the option Layer 
thickness distribution is selected.

Depth correction
When combined sigma/z-level mesh is applied for the vertical discretization 
the correction bathymetry is limited. If “Simple adjustment” is selected for the 
bathymetry adjustment, depth correction and morphological changes due to 
sediment transport are not allowed. If “Advanced adjustment” is selected for 
the bathymetry adjustment only small corrections of the bathymetry are pos-
sible. The correction factor for the layer thickness is not allowed to be less 
than zero or larger than one except for the bottom cell.

A detailed description of the bottom fitted approach can be found in the scien-
tific documentation for MIKE 21 & MIKE 3 Flow Model FM, Hydrodynamic 
and Transport Module. 

Note: Although a bottom fitted approach can be applied in which the correct 
depth is taken into account, the flow at the bottom still needs to pass obsta-
cles either sidewards or upwards whenever encountered. Therefore smooth-
ing of bathymetry may improve the results.
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5.1.4 Boundary names

When the mesh is specified using a mesh file generated by the MIKE Zero 
Mesh Generator you already have defined a code value for porosity zones 
and sponge layers. 

Figure 5.8 shows the definition of codes in a simple application. In this case 2 
boundary codes have been detected from the mesh file specified in the 
domain parameters; code 2 and code 3. Code 1 is interpreted as closed land 
boundaries. 

Figure 5.8 The definition of boundary codes in a mesh is made in the Mesh Gener-
ator

When the mesh is specified using a bathymetry data file generated by the 
MIKE Zero Bathymetry Editor the boundary code is defined as described on 
the Domain dialog. 

In the main Boundary names dialog you can re-name the code values to 
more appropriate names, see Figure 5.9.

Figure 5.9 Change of default boundary code names to more appropriate names

5.1.5 Material

The domain can be divided into different zones. The zone information can be 
used to represent areas with different type of bed material or vegetation.

Three types of file format can be used for defining the material zones

 dfs file
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Domain
 xyz file

 shape file

For the dfs file, the zones are defined by a map identifying the location of the 
different zones. Each zone is identified by an integer number larger than 
zero. If no zone is specified, the value should be zero. For the xyz file and the 
shape file, the zones are defined as the closed region within a number of pol-
ygons. If there are overlapping zones for the three types of zones the priority 
is: Building, road and material. Elements where no zone is specified are 
defined as part of a global zone (material) zone. If an element belongs to 
more than one polygon in the xyz file or the shape file, the information from 
the last polygon read from the file is applied.

In the material tab you can rename the zone names to more appropriate 
names.

Data

dfs file
You must prepare a data file containing an item with the zone numbers. The 
file must be a 2D unstructured data file (dfsu) or a 2D grid data file (dfs2). The 
area in the data file must cover the model area. For both a dfsu-file and a dfs2 
file piecewise constant interpolation is used to map the data. The input data 
file must contain only a single time step.

xyz file
The data in the file must be formatted as ASCII text in five columns with the 
two first columns giving the x-and y-coordinates of the points. The third col-
umn represents connectivity. The connectivity column is used to define arcs. 
All points along an arc - except the last point - shall have a connectivity value 
of 1 and the last point shall have a connectivity value of 0. The fourth column 
contains the z-value at the point. Finally, the fifth column contains the zone 
number. The z-coordinates are not used when the xyz file is used to define 
material zones.

You must select the map projection (Long/Lat, UTM-32, etc.) in which you 
want to specify the horizontal location of the points.

shape file
The shape file format is a geospatial vector data format for geographic infor-
mation system (GIS) software. To use a shape file to define zones, the shape 
type must be either Polygon, PolygonZ or PolygonM. The zone numbers 
must be written as a field in the dbf-file. The zone numbers must be integers 
larger than 0 for each polygon. If the height or level of buildings are specified 
from file they must also be written as a field in the dbf-file. Any empty record 
value of a field will be read as 0. This means that all zone-values must be 
given and any building with an empty height or level record will have that 
height or level set to 0.
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In the shape file selector you specify the map projection in which the data is 
given when you click on “Conversion”. If a .prj file is included in the shape file 
data, the projection is obtained from this file. If there is no .prj file available 
you need to specify the map projection.

5.2 Time

The period to be covered by the simulation is specified in this dialog.You can 
specify the simulation period in two ways

 No. of time steps, time step interval and simulation start date

 Time step interval, simulation start date and simulation end date

The simulation always starts with time step number 0 and the simulation start 
date is the historical data and time corresponding to time step 0. When "No. 
of time steps, step interval and simulation start date" is selected the simula-
tion end date is presented for reference. When "time step interval, simulation 
start date and simulation end date" is selected the number of time steps is 
calculated as the smallest integer (a whole number), which is larger than the 
duration time divided by the time step interval, and the simulation end data is 
corrected accordingly.

The number of overall discrete time steps specified on this page is used to 
determine the frequency, for which output can be obtained from the different 
modules, and to synchronize the coupling between the different modules.

5.2.1 Remarks and hints

The time steps for the hydrodynamic calculations are dynamic and deter-
mined to satisfy stability criteria. All time steps within the simulation are syn-
chronized at the overall discrete time step. 

5.3 Module Selection

In MIKE 3 Wave Model FM sand transport calculations can be included in the 
simulation by ticking the Sand Transport box.

The Hydrodynamic model is obligatory.
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6 HYDRODYNAMIC MODULE

The hydrodynamic module calculates the resulting flow subject to a variety of 
forcing and wave conditions. Turbulence is considered as subordinated to the 
HD module and are set up here.

6.1 Solution Technique

Two sets of governing equations can be applied:

 The 2D Boussinesq-type equations of Madsen and Sørensen (1992). 
The equations provide excellent accuracy in shoaling as well as in linear 
dispersion for the ratio of the water depth to the deep water wave length, 
h/L0, as large as 0.5. The deep water wave length L0=gT2/(2), where T 
is the wave period and g is the gravity.

 The fully nonlinear 3D Navier-Stokes equations with the free surface 
described by a height function.

The time integration of the Boussinesq equations, Navier-Stokes equations 
and the transport (advection-dispersion) equations is performed using an 
explicit scheme (second order Runga-Kutta). Due to the stability restriction 
using an explicit scheme the time step interval must be selected so that the 
CFL number is less than 1. A variable time step interval is used in the calcula-
tion of both the Navier-Stokes equations and the transport equations deter-
mined so that the CFL number is less than a critical CFL number in all 
computational nodes. 

The governing equations are discretized using a finite volume method with a 
shock-capturing scheme where the interface fluxes are calculated using an 
approximate Riemann solver. In MIKE 3 Wave Model FM the HLLC Riemann 
solver (Toro et al. (1994)) is applied. The shock-capturing scheme enables 
robust and stable simulation of flows involving shocks or discontinuities such 
as bores and hydraulic jumps. This is essential for modelling of waves in the 
breaking zone or porous structures. The numerical dissipation accounts for 
the dissipation in the breaking waves.

For fast varying flows with a coarse resolution the HLLC solver can be too dif-
fusive. In special cases it is beneficial to scale the effect of the Riemann 
solver. The HLLC solver includes four stages. For two stages simple upwind-
ing is applied for calculating the interface fluxes. For the two additional stages 
the energy dissipation is a function of the difference between the left and right 
Riemann states (flow variables). To be able to control the numerical dissipa-
tion a Riemann factor is applied to the calculated difference of the Riemann 
states. The factor should be >= 0 and <= 1. The value 1 corresponds to the 
full HLLC solver.

The type of Riemann solver can be specified in two ways
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 No Riemann solver

 HLLC

Selecting the Riemann solver you have to specify the Riemann factor. 

MIKE 21/3 Wave Model FM is using a cell-centered finite volume approach. 
For simulations using triangular elements or distorted quadrilateral elements 
spurious noise can occur in the horizontal velocity field. To remove this noise 
it is recommended to apply the HLLC solver with a Riemann factor of 0.05 or 
higher.

6.1.1 CFL number

For the Navier-Stokes equations in Cartesian coordinates the Courant-Frie-
drich-Lévy (CFL) number is defined as

(6.1)

where h is the total water depth, u and v are the velocity components in the x- 
and y-direction, respectively, g is the gravitational acceleration, x and y are 
a characteristic length scale in the x- and y-direction, respectively, for an ele-
ment and t is the time step interval. The characteristic length scale, x and 
y, is approximated by the minimum edge length for each element and the 
water depth and the velocity component is evaluated at element center.

For the transport equations in Cartesian coordinates the CFL number is 
defined as

(6.2)

6.1.2 Remarks and hints

The stability of the numerical scheme should be secure if the CFL number 
less than 1. However, the calculation of the CFL number is only an estimate. 
Hence, stability problems can occur using this value. In these cases you can 
reduce the critical CFL number. Therefore the default value of the critical CFL 
number is set to 0.8. It must be in the range from 0 to 1. Alternatively, you can 
reduce the maximum time step interval. Note, that setting the minimum and 
maximum time step interval equal to the overall time step interval specified on 
the Time dialog (p. 52), the time integration will be performed with constant 
time step. In this case the time step interval should be selected so the CFL 
number is smaller than 1.

CFLHD gh u+  t
x

------ gh v+  t
y

------+=

CFLAD u
t
x

------ v
t
y

------+=
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The total number of time steps in the calculation and the maximum and mini-
mum time interval during the calculation are printed in the log-file for the sim-
ulation. The CFL number can be saved in an output file.

The use of the HLLC solver will always introduce some level of damping of 
the waves. The damping will depend on the resolution and the steepness of 
the waves. For a number of no breaking wave cases improved results can be 
obtained with no Riemann solver. However, for breaking wave cases the use 
of the HLLC solver is essential.

6.2 Depth Correction

It is possible to define a correction, z, to the defined mesh bathymetry to be 
included in the simulations. 

This utility can be applied for e.g. tsunami modelling to simulate the bed level 
fluctuations during an earthquake.

If included in the simulation, a data file with the depth correction values must 
be specified. 

Data

The format of the bathymetry correction can be specified as

 Varying in space, constant in time

 Varying in space, varying in time

The file must be a 2D unstructured data file (dfsu) or a 2D grid data file (dfs2). 
The area in the data file must cover the model area. If a dfsu-file is used 
piecewise constant interpolation is used to map the data. If a dfs2-file is used, 
bilinear interpolation is used to map the data. 

In case the bathymetry correction is defined as constant in time, the first time 
step in the bathymetry correction data file is applied as an initial condition in 
the simulation. In case the bathymetry correction is defined as varying in 
time, there must be an overlap between the time period in the data file and 
the simulation period. The input file must contain at least two time steps. For 
the case where the start time of the simulation is before the start time for the 
input data file, the values for the first data set in the input file is applied in the 
first part of the simulation. For the case where the end time of the input data 
file is before the end time of the simulation the values for the last data set in 
the input data file is applied in the last part of the simulation. 
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6.2.1 General description

The corrected still water depth, dcorrected, is defined as 

(6.3)

where dinitial is the initial water depth. A positive value for z will decrease the 
still water depth and a negative value will increase the still water depth. 

At the initial time step the still water depth is corrected and the initial condi-
tions for the surface elevation or water depth is satisfied. For the following 
time steps using time varying depth correction the still water depth is cor-
rected and the surface elevation is corrected correspondingly to secure mass 
conservation.

6.3 Flood and Dry

The flood and dry can be specified in two different ways 

 No flood and dry

 Flood and dry

If your model is located in an area where flooding and drying occur, you must 
enable the flood and dry facility by selecting "Flood and dry". In this case you 
have to specify a drying water depth and a wetting depth.

When the water depth is less than the wetting depth the problem is reformu-
lated and only if the water depth is less than the drying depth the element/cell 
is removed from the simulation. The reformulation is made by setting the 
momentum fluxes to zero and only taking the mass fluxes into consideration.

If flooding and drying is not enabled, you should specify a minimum depth 
cut-off (see Section 5.1.2, Domain specification), which is less than zero. If 
the total water depth becomes less than zero a blow-up is detected and the 
simulation halted.

6.3.1 General description

The approach for treatment of the moving boundaries (flooding and drying 
fronts) problem is based on the work by Zhao et al. (1994) and Sleigh et al. 
(1998). When the depths are small the problem is reformulated and only 
when the depths are very small the elements/cells are removed from the cal-
culation. The reformulation is made by setting the momentum fluxes to zero 
and only taking the mass fluxes into consideration.

dcorrected dinit ial z–=
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The depth in each element/cell is monitored and the elements are classed as 
dry, partially dry or wet. Also the element faces are monitored to identify 
flooded boundaries.

 An element face is defined as flooded when the water depth at one side 
of face is less than a tolerance depth, hdry , and the water depth at the 
other side of the face larger than a tolerance depth, hwet .

 An element is dry if the water depth is less than a tolerance depth, hdry , 
and no of the element faces are flooded boundaries. The element is 
removed from the calculation.

 An element is partially dry if the water depth is larger than hdry and less 
than a tolerance depth, hwet , or when the depth is less than the hdry and 
one of the element faces is a flooded boundary. The momentum fluxes 
are set to zero and only the mass fluxes are calculated.

 An element is wet if the water depth is greater than hwet . Both the mass 
fluxes and the momentum fluxes are calculated.

A non-physical flow across the face will be introduced for a flooded face when 
the surface elevation in the wet element on one side of the face is lower than 
the bed level in the partially wet element on the other side. To overcome this 
problem the face will be treated as a closed face.

In case the water depth become negative, the water depth is set to zero and 
the water is subtracted from the adjacent elements to maintain mass balance.  
When mass is subtracted from the adjacent elements the water depth at 
these elements may become negative. Therefore an iterative correction of 
the water depth is applied (max. 100 iterations).

Note: When an element is removed from the calculation, water is removed 
from the computational domain. However, the water depths at the elements, 
which are dried out, are saved and then reused when the element becomes 
flooded again.

6.3.2 Recommended values

The default values are: drying depth hdry = 0.005m and wetting depth hwet = 
0.1m. The wetting depth, hwet , must be larger than the drying depth, hdry. 

6.3.3 Remarks and hints

For very small values of the tolerance depth, hwet , unrealistic high flow veloc-
ities can occur in the simulation and give cause to stability problems.
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6.4 Eddy Viscosity

The decomposition of the prognostic variables into a mean quantity and a tur-
bulent fluctuation leads to additional stress terms in the governing equations 
to account for the non-resolved processes both in time and space. By the 
adoption of the eddy viscosity concept these effects are expressed through 
the eddy viscosity and the gradient of the mean quantity. Thus the effective 
shear stresses in the momentum equations contain the laminar stresses and 
the Reynolds stresses (turbulence).

6.4.1 Horizontal eddy viscosity

The horizontal eddy viscosity can be specified in four different ways

 No eddy

 Constant eddy formulation

 Smagorinsky formulation

 Two-equation turbulence model (only for a 3D Navier-Stokes simulation)

Selecting the constant eddy formulation you must specify the eddy coeffi-
cient, and selecting Smagorinsky formulation you must specify the Smagorin-
sky coefficient.

Selecting the two-equation turbulence model, the eddy viscosity is deter-
mined using either the k- model or the k- model. Both models consist of 
two additional transport equations and the solution of these equations is auto-
matically invoked. The specification of the setup for the solution of the addi-
tional transport is described in Section 7 TURBULENCE MODULE. 

Data

The format of the eddy viscosity coefficient, or the Smagorinsky coefficient, 
can be specified as

 Constant (in domain)

 Varying in domain

For the case with values varying in domain the values vary in the horizontal 
domain only. The values are constant in the vertical domain.

For the case with values varying in domain you have to prepare a data file 
containing the eddy viscosity coefficient or the Smagorinsky coefficient before 
you set up the hydrodynamic simulation. The file must be a 2D unstructured 
data file (dfsu) or a 2D grid data file (dfs2). The area in the data file must 
cover the model area. If a dfsu-file is used piecewise constant interpolation is 
used to map the data. If a dfs2-file is used bilinear interpolation is used to 
map the data.
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Eddy parameters

Using the Smagorinsky formulation or a two-equation turbulence model , you 
must specify a minimum and maximum value for the eddy viscosity. 

6.4.2 Vertical Eddy Viscosity

The vertical eddy viscosity can be specified in three different ways

 No eddy

 Constant eddy formulation

 Two-equation turbulence model

Selecting the constant eddy formulation you must specify the eddy coeffi-
cient, t .

The log law formulation uses a parabolic eddy coefficient, scaled with local 
depth and bed and surface stresses.

Selecting the two-equation turbulence model, the eddy viscosity is deter-
mined using either the k- model or the k- model. Both models consist of 
two additional transport equations and the solution of these equations is auto-
matically invoked. The specification of the setup for the solution of the addi-
tional transport is described in Section 7 TURBULENCE MODULE. 

Data

Using the constant eddy formulation the eddy viscosity coefficient t can be 
specified in two different ways

 Constant (in domain)

 Varying in domain

For the case with values varying in domain the values are constant in the ver-
tical domain and only varying in the horizontal domain. You have to prepare a 
data file containing the eddy viscosity coefficient before you set up the hydro-
dynamic simulation. The file must be a 2D unstructured data file (dfsu) or a 
2D grid data file (dfs2). The area in the data file must cover the model area. If 
a dfsu-file is used piecewise constant interpolation is used to map the data. If 
a dfs2-file is used bilinear interpolation is used to map the data.

Eddy parameters

Using the two-equation turbulence model, you must specify a minimum and 
maximum value for the eddy viscosity.
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6.4.3 General description

Smagorinsky formulation
Smagorinsky (1963) proposed to express sub-grid scale transports by an 
effective eddy viscosity related to a characteristic length scale. The sub-grid 
scale eddy viscosity in the horizontal direction is given by

(6.4)

where cs is a constant, l is a characteristic length and the deformation rate is 
given by 

(6.5)

For more details on this formulation, the reader is referred to Lilly (1966), 
Leonard (1974), Aupoix (1984), and Horiuti (1987). 

Two-equation turbulence model
The two-equation model can be used for the horizontal eddy viscosity t

h 
and/or the vertical eddy viscosity, t

v. If the two-equation model is selected for 
both cases, it is assumed that t = t

h = t
v and only a single model is used.

For the two-equation model is used either the k- model or the k- model, see 
Section 7 TURBULENCE MODULE. In the k- model, the eddy viscosity is 
determined from the specific turbulent kinetic energy (TKE), k and the dissi-
pation rate of TKE, , as

(6.6)

where c is an empirical constant. In the k- model, the eddy viscosity is 
determined from the specific turbulent kinetic energy (TKE), k, and the spe-
cific dissipation rate of TKE, , as

(6.7)

Note, that in some calculations, limited values of the eddy viscosity t are 
used, see the scientific documentation for details.

6.4.4 Recommended values

A minimum value for the eddy viscosity can be chosen to zero, but more use-
ful is a value in the order of the molecular viscosity, (t)min = 1.8ꞏ10-6 m2/s.
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For the vertical eddy viscosity, it is always recommended to use the two 
equation turbulence model. For the horizontal eddy viscosity, it depends on 
the actual case.

6.4.5 Remarks and hints

When you use the two-equation turbulence model the CPU time for the simu-
lation is increased significantly as two transport equations are solved.

6.5 Bed Resistance

In the case of 2D simulation the bed resistance can be specified in three dif-
ferent ways

 No bed resistance

 Chezy number

 Manning number

Selecting one of the two middle options you must specify the Chezy number 
and the Manning number, respectively. 

If the user has selected either "Include material zones", "Include building 
zones" or "Include road zones" on the "Material" or "Infrastructure" tab, then 
you can specify the type of domain input

 Whole domain

 Zone map

When "Manning number" is specified for the resistance type and "Zone map" 
is specified for the type of domain input, it is possible to specify which formu-
lation should be used

 Standard

 Flow dependent

For the standard formulation a constant Manning number is used and for the 
flow dependent formulation the Manning number is calculated as function of 
either the water depth or flux.

When the flow dependent formulation is used, a navigation control is shown 
to allow for quickly moving to the relevant zone tab. The active zone tab no. 
controls the displayed zone in the below grid and the navigation control have 
no impact on the simulation.

In the case of 3D simulation the bed resistance can be specified in three dif-
ferent ways
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 No bed resistance

 Quadratic drag coefficient

 Roughness height

Selecting one of the middle options you must specify the quadratic drag coef-
ficient and the roughness height, respectively. 

If the user has selected either "Include material zones", "Include building 
zones" or "Include road zones" on the "Material" or "Infrastructure" tab, then 
you can specify the type of domain input

 Whole domain

 Zone map

Data

When no zone map is specified on the "Domain" page or "Whole domain" is 
selected for the type of domain input, the format of the drag coefficient, the 
roughness heigh, ks, and the grain diameter, d50, can be specified in one of 
three ways

 Constant (in time and domain)

 Constant in time, varying in domain

 Varying in time and domain

For the case with values varying in domain you have to prepare a data file 
containing the drag coefficient, the roughness height or the grain diameter 
before you set up the hydrodynamic simulation. The file must be a 2D 
unstructured data file (dfsu) or a 2D grid data file (dfs2). The area in the data 
file must cover the model area. If a dfsu-file is used piecewise constant inter-
polation is used to map the data. If a dfs2-file is used bilinear interpolation is 
used to map the data. If the data is varying in time the data must cover the 
complete simulation period. The time step of the input data file does not, how-
ever, have to be the same as the time step of the hydrodynamic simulation. A 
linear interpolation will be applied if the time steps differ.

When "Zone map" is specified for the type of domain input and the resistance 
type is specified as "Quadratic drag coefficient" or "Roughness height", you 
must specify a constant drag coefficient or roughness height for each zone in 
the domain.
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6.5.1 General description

The bottom stress, , is determined by a quadratic friction law

(6.8)

where cf is the drag coefficient,  is the flow velocity above the bottom and 
0 is the density of the water. 

For two-dimensional calculations  is the depth-average velocity and the 
drag coefficient can be determined from the Chezy number, C, or Manning 
number, M 

(6.9)

(6.10)

where h is the total water depth and g is the gravitational acceleration. 

Please note that the relation between the Manning number and the bed 
roughness length, ks , can be estimated using the following

(6.11)

Also note that the Manning number used here is the reciprocal value of the 
Manning´s n described in some textbooks.

For three-dimensional calculations  is the velocity at a distance  above 
the sea bed and the drag coefficient is determined by assuming a logarithmic 
profile between the seabed and the point at the distance  above the sea-
bed

(6.12)

where =0.4 is the von Kármán constant and z0 is the bed roughness length 
scale. When the boundary surface is rough, z0 depends on the roughness 
height, 

(6.13)
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where m is approximately 1/30. 

6.5.2 Recommended values

The default value of roughness height is 0.05 m. Normally the roughness 
height lies in the range between 0.01 – 0.3 m.

By definition a small value of the roughness height correspond to low friction 
and vice versa.

6.5.3 Remarks and hints

Short periodic waves
Usually the effects of bottom friction are relatively unimportant in simulation of 
short waves. This is because the area covered by most short wave models is 
relatively small (typically less than a few square km's), and with the exception 
of high waves and/or very shallow water there is usually not a sufficient dis-
tance for the bed resistance to attain any significant effect on short wave 
propagation. In these applications the bed resistance can usually be 
excluded, without the need for detailed evaluations.

Long periodic waves
For modelling of long wave transformation (e.g. harbour resonance and 
seiching) the effect of bottom friction may be important.

Wave-induced currents
As opposed to the shore-normal case steady solutions for the wave-induced 
mean flow can only exists when the forcing by radiation stress is balanced by 
bottom friction and mixing processes. Therefore you need to include bottom 
friction in simulations of wave-induced flow fields.

6.6 Vegetation

The spatial variability of the vegetation is modelled using the zone concept. 
The computational domain is divided into a number of zones and for each 
zone constant vegetation data can be specified.

6.6.1 Zone data

The vegetation zones can be defined in two ways

 Zone map from input file

 Zone map from material tab

When "Zone map from input file" is selected, the user must supply a map 
identifying the location of the different vegetation zones. Each zone is identi-
fied by an integer number larger than zero. In areas where there is no vegeta-
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tion the values should be set to zero. "Zone map from material tap" can only 
be selected when "Include material zones" is selected on the "Material" tab 
on the "Domain" page.

The vegetation zones are shown in the zone list view. Here you can rename 
the zone names to more appropriate names. For each zone you can also 
specify whether the zone should be active or not.

Data

When "Zone map from input file" is selected, the user has to prepare a data 
file containing the zone map before you set up the simulation. The file must 
be a 2D unstructured data file (dfsu) or a 2D grid data file (dfs2). If a dfsu-file 
is used piecewise constant interpolation is used to map the data. If a dfs2-file 
is used bilinear interpolation is used to map the data. The area in the data file 
must cover the model area.

6.6.2 Vegetation data

The vegetation data for each zone can be specified in the corresponding 
zone tab.

Vegetation is modelled as rigid stems (cylinders), and the flexibility and the 
properties of the vegetation are taken into account through the drag coeffi-
cient. To take into account vertical variation in the vegetation a layered con-
cept is used, where the basic parameters for the vegetation are specified for 
each layer. Hence, you need to specify the number of vertical layers.

There are three basic vegetation parameters: the height of the vegetation, the 
stem diameter, and the vegetation density (the number of stems per square 
meter) for each vertical vegetation section. You must specify the input format 
for these parameters as either

 Constant

 Time varying

If "Constant" is selected, the vegetation parameters must be specified in the 
grid. If "Time varying" is selected, you must prepare a data file containing the 
information before you set up the hydrodynamic simulation. The data file 
must be a time series data file (dfs0). The data must cover the complete sim-
ulation period. The time step interval of the input data file does not, however, 
have to be the same as the time step of the hydrodynamic simulation. A linear 
interpolation will be applied if the time step interval differs.

Note, that if you change the number of layers and "Time varying" is selected 
for the input format you must load in the input file again.

You must also specify the drag coefficient for each layer. 
Powering Water Decisions 65



HYDRODYNAMIC MODULE
You must also specify if the vertical force should be included (see General 
description).

6.6.3 General description

The vegetation structure is modelled as rigid or flexible stems with stem 
diameter, ds, or as flexible blades (leaves) with blade width, wb, and blade 
thickness, tb. The height of the vegetation is hv.

For 2D simulations the effect of the vegetation on the flow characteristics is 
modelled by inclusion of the following drag force in the depth integrated 
momentum equations

(6.14)

where CD is the drag coefficient, bv is the plant size, Nv is the vegetation den-
sity and uv is the apparent velocity vector in the vegetation region. hv

* is given 
as hv

* = min(hv,h), where h is the water depth. The plant size is either the 
stem diameter or the blade width. The vegetation density is the number of 
plants per unit area. Stone and Chen (2002) proposed the following expres-
sion for the apparent velocity

(6.15)

where u is the flow velocity vector and p=1/2.

For rigid stems a layered approach can be used to take into account the verti-
cal variation of the vegetation. The drag coefficient, CD,i, the stem diameter, 
ds,i, the vegetation height, hv,i, and the vegetation density, Nv,i, is then speci-
fied for each vertical layer, i. The vegetation height is the distance from the 
bed to the top of the vegetation layer. The dissipation term due to vegetation 
is then determined as

(6.16)

where hv,0 = 0.

For 3D simulations the effect of the vegetation on the flow characteristics is 
modelled by inclusion of the following drag force in the momentum equations

(6.17)
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where CD is the drag coefficient,  is the frontal area per volume and u is the 
flow velocity vector. Here  = bvNv where bv is plant size, and Nv is the vege-
tation density. The plant size is either the stem diameter or the blade width. 
The vegetation density is the number of plants per unit area. The force in the 
vertical direction can be neglected when the vegetation structure is vertical 
stem or blades, but for more complex vegetation structure the vertical force 
can be included.

For rigid stems a layered approach can be used to take into account the verti-
cal variation of the vegetation. The drag coefficient, CD,i, the stem diameter, 
ds,i, the vegetation height, hv,i, and the vegetation density, Nv,i, are then speci-
fied for each vertical layer, i. The vegetation height is the distance from the 
bed to the top of the vegetation layer. 

The reduction of the drag due to flexibility of the vegetation is taken into 
account using the approach by Luhar and Nepf (2011, 2013). They suggested 
the use of a deflected height, hd, and an effective length, le. The effective 
length is defined as the length of a rigid vertical plant that generates the same 
drag as the total length of a flexible plant. The deflected height and the effec-
tive length are given by

(6.18)

(6.19)

where Ca is the Cauchy number and B is the buoyancy parameter

(6.20)

Here g is the gravitational acceleration,  is the density of water, v is the den-
sity of the plant, E is the elastic modulus for the plant, A is the frontal area, Vp 
is the volume of the plant element and I is the second moment of the area. 
For a circular stem

(6.21)

and for a blade

(6.22)
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For 2D simulations the flexibility is taken into account by using hd instead of 
hv in Eq. (6.14) and (6.15) and introducing a factor le/hd in Eq. (6.15).

For 3D simulations the flexibility is taken into account by introducing a factor 
he/hd in Eq. (6.17).

6.7 Coriolis Forcing

The effect of the coriolis force can be included in three different ways

 No Coriolis force

 Constant in domain

 Varying in domain

If the constant in domain option is selected, the Coriolis force will be calcu-
lated using a constant specified reference latitude (in degrees). 

If the varying in domain option is selected, the Coriolis force will be calculated 
based on the geographical information given in the mesh file. 

6.7.1 Remarks and hints

Usually the effect of Coriolis force is not important in simulation of short 
waves and can be excluded. This is because the area covered by most short 
wave models is relatively small.

6.8 Wave breaking

The incorporation of wave breaking in solving the 2D Boussinesq equations 
is based on the concept of surface rollers.

The surface roller for a breaking wave is calculated using the following 
parameters:

 Roller form factor

The roller thickness is determined as the water above the tangent of 
slope and the resulting thickness is multiplied by a form or shape factor. 
The default value is 1.5. For plunging breakers (see section Type of 
breakers) Ozanne et al (2000) suggest a value of about 2.0

 Type of roller celerity

The roller celerity is assumed to be proportional to the linear shallow 
water celerity. The roller direction can either be set to a user defined 
wave direction or be determined interactively from the instantaneous 
wave field. The last procedure may sometime cause stability problems 
why the second type is usually recommended. However, in some appli-
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cations the wave propagation direction cannot be set to a characteristic 
wave direction.

 Roller celerity factor

The roller celerity is calculated as the wave celerity multiplied by a factor. 
During the transition from the initial breaking to a bore-like stage in the 
inner surf zone, this factor is assumed to change gradually from one to 
the specified roller celerity factor. The default value is 1.3.

 Initial breaking angle

Breaking is predicted to occur when the local slope of the surface eleva-
tion exceeds the initial breaking angle. The default value is 20 degrees.

 Final breaking angle

During the transition from the initial breaking to a bore-like stage in the 
inner surf zone, the critical angle is assumed to change gradually from 
the initial breaking angle to a smaller terminal angle, the final breaking 
angle. The default value is 10 degrees.

 Half-time for cut-off roller

This time defines the transition between the initial and final breaking 
angle. The default value is Tp/5, where Tp is the wave period of the most 
energetic wave components. For plunging breakers Tp/10 sometimes 
gives better results.

 Wave direction

Characteristic wave direction, when "User defined wave direction" is 
selected for the type of roller celerity. You need to specify if the meteoro-
logical or scientific convention is used for defining the directions in the 
ASCII file (see Convention of angles page 83).

6.8.1 Surface roller concept

The wave breaking is assumed initiated if the slope of the local water surface 
exceeds a certain angle, in which case the geometry of the surface roller is 
determined. The roller is considered as a passive bulk of water isolated from 
the rest of the wave motion, while being transported with the wave celerity. 
The influence of the roller is taken into account through an additional convec-
tive momentum term arising from the non-uniform vertical distribution of the 
horizontal velocity. The approach is illustrated in the figure below. For a thor-
ough description of the determination of the surface rollers, reference is 
made to Sørensen et al (2004). Although the breaker model is not designed 
for to handle plunging breakers, successful results can be obtained for the 
decay in wave height also for plunging breakers.
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Figure 6.1 Cross-section of a breaking wave and the assumed vertical profile of 
the horizontal velocity components

6.8.2 Type of breakers

Depth-induced wave breaking of individual waves starts when the wave 
height becomes greater than a certain fraction of the water depth. As a rule of 
thumb, the wave height of an individual wave at breaking is often said to be 
around 80% of the water depth, but this is a very approximative number.

Breaking waves are generally divided into three main types, depending on 
the steepness of the waves and the slope of the shoreface:

Figure 6.2 Spilling

Spilling takes place when steep waves propagate over a flat shoreface. Spill-
ing breaking is a gradual breaking process which takes place as a foam bore 
on the front topside of the wave over a distance of 6-7 wave lengths.

Figure 6.3 Plunging

Plunging is the form of breaking where the upper part of the wave breaks 
over its own lower part in one big splash whereby most of the energy is lost. 
This form of breaking takes place in case of moderately steep waves on a 
moderately sloping shoreface.
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Figure 6.4 Surging

Surging is when the lower part of the wave surges up on the shoreface in 
which case there is hardly any surf zone. This form of breaking takes place 
when relatively long waves (e.g. swell) meet steep shorefaces.

White-capping or top-breaking is steepness-induced wave breaking which 
occurs on deeper water when the wave height becomes to large compared to 
the wave length. White-caps can be observed in the figure below.

Figure 6.5 White caps in open water

6.9 Porosity

Porosity can be used to model transmission of wave energy at porous struc-
tures such as rubble mound breakwaters. Porosity can also be used to partial 
reflection.

The porosity can be specified in five different ways

 No porosity

 Porosity zones (boundary information)

 Porosity zones (2D map)

 Porosity zones (3D map) (only for a 3D Navier-Stokes simulation)

 Porosity (2D map)

When "Porosity zones (boundary information)" is selected, the porosity zones 
are determined based on the boundary information in the mesh file. For 
changing the boundary information for a mesh file see “Editing mesh bound-
ary code values”, page 73. In the list view you can add a new zone and 
remove a zone. For each zone you can specify whether the zone should be 
active or not, the boundary name and the width of the zone. The options for 
the boundary name are the boundary names specified on the domain page. 
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The following porous flow parameters also have to be specified for each 
zone:

 Porosity, n

 Grain diameter, d50

 Laminar resistance coefficient, 

 Turbulent resistance coefficient, 

 Oscillating period, T

For more details on these parameters see the General description. 

When "Porosity zones (2D map)" or "Porosity zones (3D map)" is selected, 
the user has to supply a map identifying the location of the different porosity 
zones. Each zone is identified by a integer number larger than zero. The 
value at open water should be set to zero. If a 2D map is specified the poros-
ity is assumed to cover the whole water column.

When "Porosity (2D map) is selected the user has to supply a 2D map con-
taining the porosity. The porosity is assumed to cover the whole water col-
umn. The porosity should only be set to less than unity in areas where you 
want to include the dissipation effect of porous flow. The porosity values at 
open water elements should be set to unity (i.e. porosity = 1.0). Here the 
number of zones is assumed to be 1 and the specified additional parameters 
listed above (excluding the porosity) are applied in all areas where the poros-
ity is below 1.0. For very small values of the porosity the calculations can 
become unstable. Hence, the porosity should be larger than 0.2.

Note: When "Porosity zones (boundary information) is selected, it is possible 
to create an area or volume output file containing a map with porosity zone 
information. If no zone is selected, the map will contain the value zero in the 
whole domain. These maps can be edited using the Data Manager and used 
as input to the model by selecting "Porosity zones (2D map)" or "Porosity 
zones (3D map)".

Data

When "Porosity zones (2D map)" or "Porosity zones (3D map)" are selected 
you have to prepare a data file containing the zone map before you set up the 
wave simulation. If the zones are specified using a 2D map, the file must be a 
2D unstructured data file (dfsu) or a 2D grid data file (dfs2). If a dfsu-file is 
used piecewise constant interpolation is used to map the data. If a dfs2-file is 
used bilinear interpolation is used to map the data. If the zones are specified 
using a 3D map, the file must be a 3D unstructured data file (dfsu). The area 
in the data file must cover the model area.

When "Porosity (2D map)" is selected you have to prepare a data file contain-
ing the porosity map before you set up the wave simulation. The file must be 
a 2D unstructured data file (dfsu) or a 2D grid data file (dfs2). If a dfsu-file is 
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used piecewise constant interpolation is used to map the data. If a dfs2-file is 
used bilinear interpolation is used to map the data. The area in the data file 
must cover the model area.

Editing mesh boundary code values

The boundary code values of an existing mesh file can be edited using the 
following work flow.

Open the mesh file using the MIKE Zero Data Viewer and select the "Code 
value" item. Using the "Position of node selection polygon" tool from the tool-
bar, you can select a set of node points for which you would like to edit the 
boundary code.

Notice, for the "Code value" item the "Position of node selection polygon" tool 
will only list the boundary nodes in your selection, since it is not possible to 
change the code value for an interior node point, only for boundary node 
points.

6.9.1 General description

For wave simulations, the governing equations have been modified to include 
porosity and the effects of non-Darcy flow through porous media.

The main effects of porosity are introduced by additional laminar and turbu-
lent friction terms for describing losses due to flow through a porous struc-
ture. In most practical cases the pore sizes are relatively large (typically 0.1 m 
to 1.0 m), and losses due to turbulent friction will dominate. The laminar fric-
tion term has been included to allow the simulation of small scale physical 
model tests.

The flow resistance inside the porous structure is described by the linear and 
non-linear resistance forces expressed as

(6.23)

where a and b are resistance coefficients accounting for the laminar and tur-
bulent friction loss, respectively, ui is the velocity components and the magni-
tude of the flow velocity is defined by |u| = iui .

Fi aui b u ui+=
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a and b are determined by the empirical expressions formulated by van Gent 
(1995) where the effect of oscillatory flows was added to the expressions in 
terms of the Keulegan-Carpenter number, KC:

(6.24)

(6.25)

KC is defined as

(6.26)

where um is the maximum oscillating velocity and T is the period of the oscil-
lation. um is approximated by the magnitude of the flow velocity. T is often 
approximated by the characteristic wave period for the simulation.

In addition, the time derivative terms in the momentum equations are multi-
plied by a factor (1+Cm) where Cm is the added mass coefficient to take tran-
sient interaction between grains and water into account. van Gent (1995) 
gave Cm as

(6.27)

where  is an empirical coefficient, which takes the value 0.34.

6.10 Sponge Layer

Sponge (or absorbing) layers can be used as efficient numerical wave 
absorbers in wave simulations. These could be set up along model bounda-
ries to provide radiation boundary conditions, which absorb wave energy 
propagating out of the model area.

The sponge layer can be specified in three different ways

 No sponge layer

 Sponge zones (boundary information)

 Sponge coefficient (2D map)

When "Sponge zones (boundary information)" is selected, the sponge zones 
are determined based on the boundary information in the mesh file. For 
changing the boundary information for a mesh file see “Editing mesh bound-
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ary code values”, page 76. In the list view you can add a new zone and 
remove a zone. For each zone you can specify whether the zone should be 
active or not, the boundary name, the width of the zone, a characteristic spac-
ing and the reference level. The options for the boundary name are the 
boundary names specified on the domain page. The sponge coefficient is 
then calculated based on the approach described in General description. You 
can chose if the base and power value should be calculated as function of the 
width and the spacing or should be user-defined. In the first case the base 
and power value will be calculated using linear interpolation based on the val-
ues in Table 6.1. In the second case you have to specify the base and power 
value for each zone.

When "Sponge coefficient" is selected the user has to supply a 2D map con-
taining sponge layer coefficients. You can also specify the reference level.

General guidelines for the preparation of this map are as follows: 

 To minimise reflections, the values of the sponge layer coefficients 
should be close to unity along the front edge of the sponge layer, and 
should increase smoothly towards the closed/land boundary.

 Very good absorbing characteristics are obtained for a sponge layer 
width of one to two times the wave length corresponding to the most 
energetic waves.

 For typical short-wave studies (resolution of 3-10 m) the width of the 
sponge layers should be at least 20 times the characteristic size of the 
elements in the sponge layer area.

 For studies involving longer waves (e.g. harbour resonance studies) the 
width of the sponge layers may need to be 50 or even more times the 
characteristic size of the elements in the sponge layer area.

 In most wave transformation applications (say, resolution < 1 m) the 
width of the sponge layers is usually within the range 50-200 times the 
characteristic size of the elements in the sponge layer area.

 The sponge layers should normally be backed by a closed/land bound-
ary. 

 The sponge layer coefficients at open water elements should always be 
set to unity (i.e. sponge coefficient = 1.0). 

Given the guidelines above, you are free to select your own values for the 
sponge layer (damping) coefficients.

Data

When "Sponge coefficient" is selected you have to prepare a data file contain-
ing the sponge coefficient map before you set up the wave simulation. The 
file must be a 2D unstructured data file (dfsu) or a 2D grid data file (dfs2). The 
area in the data file must cover the model area. If a dfsu-file is used piecewise 
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constant interpolation is used to map the data. If a dfs2-file is used bilinear 
interpolation is used to map the data.

Editing mesh boundary code values

The boundary code values of an existing mesh file can be edited using the 
following work flow.

Open the mesh file using the MIKE Zero Data Viewer and select the "Code 
value" item. Using the "Position of node selection polygon" tool from the tool-
bar, you can select a set of node points for which you would like to edit the 
boundary code.

Notice, for the "Code value" item the "Position of node selection polygon" tool 
will only list the boundary nodes in your selection, since it is not possible to 
change the code value for an interior node point, only for boundary node 
points.

6.10.1 General description

The implemented method is based on the sponge layer technique introduced 
by Larsen and Dancy (1983). In the sponge layer the surface elevation, s, 
and the velocity components (u and v for 2d and u, v and w for 3d) are cor-
rected at every time step as 

(6.28)

where c is the sponge coefficient and sref is the reference level.

When selecting the sponge layer coefficients, c, the following formula has 
been found to work well:

(6.29)

where w is the width of the sponge layer and a and r are assigned constant 
values. s is the distance from the closed boundary and s is the characteristic 
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size of the elements in the sponge layer area. Depending on ratio w/s you 
may use the values listed in Table 6.1 below.

6.11 Internal Wave Generation

The relaxation zone technique is applied for wave generation and absorption. 
The location in the horizontal domain of the generation line should be given 
by a number of geo-referenced points which together make up a polyline. The 
relaxation zone is defined as the area to the right of the polyline when posi-
tioned at the starting point and looking forward along the line. In addition the 
width of the ramp-up zone has to be specified. The generation line is normally 
placed near a closed/land boundary, but the distance to the boundary must 
be larger than the specified width of the relaxation zone.

Depending on the choice of property page you can see a Geographic View or 
a List View of the internal wave generation.

There are two different methods for specification of the relaxation zone. 

In the List View you can create a new relaxation zone by clicking on the "New 
zone" button. By selecting a zone in the list and clicking on the "Delete line" 
button you can remove this zone. For each zone you can specify the name of 
the zone and whether the zone should be active or not. The specification of 
detailed information for each zone is made subsequently. From the List View 
page you can navigate to the dialogue for specification by clicking on the "Go 
to .." button.

In the Geographic View it is also possible to create a new zone by double-
clicking inside the domain or by selecting "New zone" from the context menu. 
Click once to add a point on the polyline and twice to add the end point of the 
polyline. You may edit the individual polyline using the Relaxation data tab. 
The additional information for the zone is entered subsequently.

Table 6.1 Recommended values for sponge layer coefficients

w/s a r

10 5 0.5

20 7 0.7

50 10 0.85

100 10 0.92

200 10 0.95
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6.11.1 Relaxation data

The coordinate grid allows you to specify or edit the location of the individual 
points defining the polyline. Using the "Add" and "Remove" buttons it is possi-
ble to change the number of geographical coordinates.

It is also possible to import the geographical coordinates from an ASCII file. 
The file format is two space separated floats (real numbers) for the x- and y-
coordinate on separate lines for each of the points.

You must also select the map projection (Longitude/Latitude, UTM, etc.) in 
which you want to specify the geographical coordinates defining the polyline.

The relaxation zone is defined as the area to the right of the polyline when 
positioned at the starting point and looking forward along the line. The width 
parameter specifies the width of the ramp-up zone, see Figure 6.6.

By defining a soft start interval, during which the amplitude of the generated 
wave is continuously increased until reaching the specified amplitude, it is 
possible to avoid shock waves being generated in the model. The increase 
can either be linear or follow a sinusoidal curve.

Width of ramp-up zone
To be able to absorb the wave propagation out of the domain, the width of the 
ramp-up zone must be approximately the wave length of the most energetic 
waves.
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Figure 6.6 The relaxation zone is the area to the right of the generation line when 
looking forward along the line from the starting point. The width of the 
ramp-up zone is specified by the width parameter

6.11.2 Wave data

For the calculation of the wave conditions in the relaxation zone you should 
specify a representative value for the water depth in the zone and the refer-
ence level. The main surface elevation for the generated waves will be the 
specified reference level, and the effective water depth used in the calculation 
is the sum of specified water depth and reference level.

The wave conditions can be specified in four ways

 Regular wave parameters

 Irregular wave parameters

 Wave spectrum from file

 Wave components from file

Regular wave parameters
You have to select a theory from among the different theories available

 Stokes 

 Boussinesq (only 2D Boussinesq simulation)

 Cnoidal (only 2D Boussinesq simulation)
Powering Water Decisions 79



HYDRODYNAMIC MODULE
 Stream function (only 3D Navier-Stoke simulation)

For Stokes theory and Boussinesq theory you must also specify the order. 
For the Stokes theory, Boussinesq theory and Cnoidal theory, you have to 
specify the wave conditions through

– Height, H
– Period, T
– Direction, 

where  is the meteorological direction of the wave as specified in Conven-
tion of angles (page 83). 

For the Stream function theory you have to specify if the wave condition 
should be defined by the wave period or wave length and through

– Height, H
– Period, T
– Length, L
– Direction, 
– Number of components

You need to specify if the meteorological or scientific convention is used for 
defining the wave direction (see Convention of angles (page 83)). 
The number of components refers to the number of Fourier components used 
in the wave generation (see Fenton (1988)).

Irregular wave parameters
For this type of waves you have to specify both a frequency spectrum and a 
directional distribution.

You can choose among the following frequency spectra, where you have to 
specify the listed parameters

 Pierson-Moskowitz

– Significant wave height, Hmo
– Peak wave period, Tp

 JONSWAP

– Significant wave height, Hmo
– Peak wave period, Tp
– Non-dimensional peak shape parameter, gamma
– Spectral width parameter, alpha
– Spectral width parameter, beta

 TMA

– Significant wave height, Hmo
– Peak wave period, Tp
– Non-dimensional peak shape parameter, gamma
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– Spectral width parameter, alpha
– Spectral width parameter, beta

For specifying the directional distribution you have the following options

 Unidirectional

 Cosine 
A cosn (-main) distribution where main is the main wave direction and n 
is the directional spreading index. This distribution is specified through: 

– Main wave direction, main 
– Maximum deviation from main wave direction, max 
– Spreading index, n 

 Normal
The normal (i.e. Gaussuian) distribution is specified through: 

– Main wave direction, main 
– Maximum deviation from main direction, max 
– Directional variance, s2 

 Uniform 
The distribution is specified through: 

– Main wave direction, main 
– Maximum deviation from main direction max 

In this case, in principle, the waves do not have a main wave direction. 
However, main has to be given as the maximum deviation specified rela-
tive to it.

 Frequency dependent 
A cos2s [½(-main)] distribution where s is a frequency dependent shape 
parameter. This distribution is specified through: 

– Main wave direction, main 
– Maximum deviation from main direction, max 

Furthermore, you have to specify the minimum and maximum cut-off fre-
quency for the frequency spectrum, and the number of Fourier components. 
The specification for the frequency discretization determines the repetition 
period (see page 84) for the generated wave input.

You also have to specify the initial random number (seed) used in the wave 
generation calculations. The seed is used for the calculation of the random 
phases in the Fourier description, and for the calculation of the random wave 
directions. Thus, you can reproduce the random computations by specifying 
the same seed.

Finally, you have the option to rescale the truncated spectrum as described in 
Rescale truncated spectrum (page 84).
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You need to specify if the meteorological or scientific convention is used for 
defining the wave direction (see Convention of angles (page 83)).

Wave spectrum from file
This way of specifying wave data is used when you have a data file contain-
ing the energy density spectrum. The data file should cover the entire simula-
tion period. The file must be a 2D unstructured data file (dfsu) or a 2D grid 
data file (dfs2).

Furthermore, you have to specify the minimum and maximum cut-off fre-
quency for the frequency spectrum, the main wave direction, main, the maxi-
mum deviation from main direction, max, for the directional distribution and 
the number of Fourier components. The specification for the frequency dis-
cretization determines the repetition period (see page 84) for the generated 
wave input.

You also have to specify the initial random number (seed) used in the wave 
generation calculations. The seed is used for the calculation of the random 
phases in the Fourier description, and for the calculation of the random wave 
directions. Thus, you can reproduce the random computations by specifying 
the same seed.

Finally, you have the option to rescale the truncated spectrum as described in 
Rescale truncated spectrum (page 84).

You need to specify if the meteorological convention or scientific convention 
is used for defining the wave direction (see Convention of angles (page 83)).

Wave components from file
The wave components data should be provided using an ASCII file containing 
one line for each spectral component. Each line should contain either 4 or 5 
items holding either the first 4 or all 5 of the following parameters

 Frequency (1/s)

 Direction (degree)

 Amplitude (m)

 Phase (degree)

 Wave number

The items must be separated by either space, comma or tab.

You also have to specify the minimum and maximum cut-off frequency for the 
frequency spectrum, and the main wave direction, main, and the maximum 
deviation from main direction, max, for the directional distribution.

You need to specify if the meteorological or scientific convention is used for 
defining the directions in the ASCII file (see Convention of angles (page 83)).
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You have the option to rescale the truncated spectrum as described in Res-
cale truncated spectrum. The gain factor is a scaling factor used for scaling 
the amplitude of the specified wave.

Using the offset parameters, it is possible to make both a temporal and spa-
tial correction of the input data.

Convention of angles

The direction convention for the waves can be one of the following angle con-
ventions

 Meteorological

 Scientific

Figure 6.7 Definition of the two types of wave angle conventions

The Meteorological convention relates the wave direction to North and 
express the wave direction as 'coming from' in a clockwise direction relative 
to North. Waves travelling from North to South have therefore a direction of 0 
degrees. This is shown to the left in Figure 6.7.

The Scientific convention relates the wave direction to the general (or global) 
x-axis of your mesh file and express the direction the waves are going 
towards. This is shown to the right in Figure 6.7.

The default angle convention is the meteorological convention.
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Repetition period

The repetition period is determined as 1/f, where f is the frequency interval 
of the discrete frequency spectrum. The frequency interval is calculated as

(6.30)

Here fmax is the specified maximum frequency, fmin is the minimum frequency 
and n is the number of components. 

A good estimate is that the repetition period should be the simulation period 
minus the time it takes the incoming wave to reach the area of interest.

Rescale truncated spectrum

As the low frequency part (f < fmin) and the high frequency part (f > fmax) of the 
original spectrum is removed, the resulting integral parameters such as the 
significant wave height and mean wave periods are altered relative to the 
input specifications.

If you would like to maintain the significant wave height as specified, then you 
can choose to re-scale the spectrum. Thus, the total energy in the truncated 
spectrum is the same as in the original specified spectrum, see Figure 6.8.

Figure 6.8 Example of the original and rescaled, truncated spectrum. 
The spectrum is a standard JONSWAP spectrum (i.e. having the shape 
parameters sa= 0.07, sb= 0.09, and g= 3.3). Hm0= 2.65 m and Tp= 8.6 s. 
The minimum and maximum cut-off frequency is 0.1 Hz and 0.2 Hz, 
respectively. 

6.11.3 Interpolation overlay

To reduce the computational time it is possible to perform the internal wave 
generation calculations using a coarser resolution both in space and/or time, 

f
fmax fmin–

n 1–
-------------------------=
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and then interpolate the result of these coarser calculations onto the actual 
resolution. 

For the temporal interpolation, you have to specify the coarse time interval 
and the interpolation type. The temporal interpolation type could be either a 
linear or a cubic spline approach.

When using spatial interpolation, a structured quadrangular grid overlay is 
applied in the relaxation zone. The structured overlay should have a coarser 
resolution than the resolution in the relaxation zone, see Figure 6.9. Instead 
of performing the internal wave generation calculations for every element in 
the relaxation zone, the calculations will only be performed for the smallest 
number of elements in the structured overlay that covers the relaxation zone. 
This is indicated by the blue dots in Figure 6.9. 

The resulting values will be interpolated onto the elements in the relaxation 
zone.

For the spatial interpolation, you have to specify an orientation of the struc-
tured grid overlay. This orientation is using the scientific convention as 
described in Convention of angles. Furthermore, you have to specify the res-
olution of the structured grid by giving the grid spacings x and y. 

Figure 6.9 The coarse structured overlay is specified using an orientation relative 
to the mesh coordinate system and grid spacings in the x- and y-direc-
tion. The grid spacings are defined in the rotated coordinate system for 
the structured overlay.
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6.11.4 General description

Relaxation approach
The target and the computed solution are weighted in the relaxation zone

(6.31)

where  is a velocity component (u, v or w) and the ramp up factor, , can be 
calculated as

(6.32)

Here s is the distance from the generation line divided by the width of the 
ramp up zone and f is the ramp up factor. Usually, f=3.5 is applied. For the 
pressure, q, the ramp up factor is given by

(6.33)

The target value for the non-hydrostatic pressure is applied as Dirichlet condi-
tion for s > 1 solving the Poisson pressure equation.

Wave theory
The theoretical background for the different types of waves can be found in 
numerous textbooks and papers on wave theories. A number of suggestions 
for further reading are: Fenton (1988), Mei (1983) and Svendsen et al (1980).

6.12 Initial Conditions

The initial values for the hydrodynamic variables can be specified in three dif-
ferent ways

 Constant.

 Spatial varying surface elevation.

 Spatially varying water depth and velocities

For the last case the initial conditions can be the result from a previous simu-
lation in which case the initial conditions effectively act as a hot start of the 
flow field.

 computed 1 – t etarg+=

 1 sf exp 1–
1 exp 1–

---------------------------–= 0 s 1 

 0= s 1

 1= 0 s 1 
 0= s 1
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The water level in the simulation can be changed by specifying a constant 
surface elevation and by setting the reference level for the sponge layer and 
internal wave generation to the same constant value.

Data

For the case with spatially varying surface elevation you have to prepare a 
data file containing the surface elevation before you set up the hydrodynamic 
simulation. The file must be a 2D unstructured data file (dfsu) or a 2D grid 
data file (dfs2). The area in the data file must cover the model area. If a dfsu-
file is used, piecewise constant interpolation is used to map the data. If a 
dfs2-file is used, bilinear interpolation is used to map the data. In case the 
input data file contains a single time step, this field is used. In case the file 
contains several time steps, e.g. from the results of a previous simulation, the 
actual starting time of the simulation is used to interpolate the field in time. 
Therefore the starting time must be between the start and end time of the file.

For the case with spatially varying surface elevation and velocities you have 
to prepare two data files before you set up the hydrodynamic simulation.

In case of a 2D simulation one file is necessary. The file must contain the total 
water depth and the velocity components in the x- and y-directions. The file 
must be a 2D unstructured data file (dfsu) or a 2D grid data file (dfs2). The 
area in the data file must cover the model area. If a dfsu-file is used piecewise 
constant interpolation is used to map the data. If a dfs2-file is used bilinear 
interpolation is used to map the data.

In case of a 3D simulation two files are necessary. One containing the total 
water depth and one containing the velocity components in the x- and y-direc-
tions and the vertical velocity before you set up the hydrodynamic simulation. 
The first file must be a 2D unstructured data file (dfsu) or a 2D grid data file 
(dfs2) and the second file must be a 3D unstructured data file (dfsu) or a 3D 
grid data file (dfs3). The area in the data file must cover the model area. If a 
2D dfsu-file is used piecewise constant interpolation is used to map the data. 
If a 3D dfsu file is used the mesh in the data file must match exactly the mesh 
in the simulation. If a dfs2-file or a dfs3-file is used bilinear interpolation is 
used to map the data. 

In case the input data file contains a single time step, this field is used. In 
case the file contains several time steps, e.g. from the results of a previous 
simulation, the actual starting time of the simulation is used to interpolate the 
field in time. Therefore the starting time must be between the start and end 
time of the file.

6.13 Boundary Conditions

Initially, the set-up editor scans the mesh file for boundary codes (sections), 
and displays the recognized codes and suggest a default name for each. You 
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can re-name these names to more meaningful names in the Domain dialog 
(see p.50).

The boundary conditions are always land. Incoming waves are specified 
using the relaxation zone approach and outgoing waves are handled using 
sponge layers or relaxation zones.

Depending on the choice of property page you can see a geographic view or 
a list view of the boundaries.

The specification of boundary information for each code (section) is made 
subsequently. From the list view you can go to the dialog for specification by 
clicking on the "Go to .." button.

6.13.1 Boundary specification

For hydrodynamic boundaries there is only one type:

 Land (zero normal velocity)

For a 3D Navier-Stokes simulation it is possible to include wall friction with a 
roughness height ks. If there is no wall friction, it corresponds to a full slip 
boundary condition. By default, the code value for land boundaries automati-
cally identified by the Mesh Generator is set to one. For these boundaries the 
full slip boundary condition is applied. If a wall friction should be applied for 
these boundaries, the code values should be changed to a value larger than 
one.

6.14 Turbulence Module

The turbulence module is invoked from the specification of horizontal or verti-
cal eddy viscosity, provided a two-equation turbulence model is selected (see 
Section 6.4 Eddy Viscosity).

A more detailed description of the Turbulence module can be found in section 
7 TURBULENCE MODULE.

6.15 Outputs

Standard data files with computed results from the simulation can be speci-
fied here. Because result files tend to become large, it is normally not possi-
ble to save the computed discrete data in the whole area and at all time 
steps. In practice, sub areas and subsets must be selected. 

In the main Outputs dialog you can add a new output file by clicking on the 
"New output" button. By selecting a file in the Output list and clicking on the 
"Delete output" button you can remove this file. For each output file you can 
specify the name (title) of the file and whether the output file should be 
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included or not. The specification of the individual output files is made subse-
quently. You can go to the dialog for specification by clicking on the "Go to .." 
button. Finally, you can view the results using the relevant MIKE Zero view-
ing/editing tool by clicking on the "View" button during and after the simula-
tion.

6.15.1 Geographical view

This dialog shows the geographical position of the output data. 

6.15.2 Output specification

For each selected output file the field type, the output format, the data type, 
the treatment of flood and dry, the output file (name, location and file type) 
and time step must be specified. Depending on the output format and data 
type the geographical extend of the output data must also be specified. 

Field type

The following field types can be selected:

 2D flow parameters

 3D flow parameters (only for a 3D Navier-Stokes simulation)

 Mass budget

 Discharge through a cross section

 Inundation

 Cumulative statistics 2D

 Subseries statistics 2D

 Cumulative statistics 3D (only for a 3D Navier-Stokes simulation)

 Subseries statistics 3D (only for a 3D Navier-Stokes simulation)

Output format

The possible choice of output format depends on the specified field type.

For 2D flow parameters, cumulative statistics 2D and subseries statistics 2D 
the following formats can be selected:

 Point series. Selected field data in geographical defined points. 

 Lines series. Selected field data along geographical defined lines. 

 Area series. Selected field data in geographical defined areas.

For 3D flow parameters, cumulative statistics 3D and subseries statistics 3D 
the following formats can be selected:
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 Point series. Selected field data in geographical defined points.

 Lines series. Selected field data along geographical defined lines.

 Horizontal plane series. Selected field data in geographical defined hori-
zontal plane.

 Vertical plane series. Selected field data along geographical defined ver-
tical plane.

 Volume series. Selected field data in geographical defined areas. 

If mass budget is selected for the field type, you have to specify the domain 
for which the mass budget should be calculated. The file type will be a dfs0 
file.

If discharge is selected for the field type, you have to specify the cross sec-
tion through which the discharge should be calculated. The file type will be a 
dfs0 file.

If Inundation is selected for the field type, you can select to output an inunda-
tion information as a "Area series" (map) or a "Cross section series" for the 
flow simulation. When "Area series" is selected the file type will be a 2D dfsu 
file. When "Cross section series" is selected, the file type will be a dfs0 file, 
where the axis type is a Relative Item Axis. Here, file will contain the inunda-
tion information for each face defining the cross section.

Data type

You must specify the data type. You can select discrete values or interpolated 
values. For point series, area series, horizontal plane series, vertical plane 
series and volume series both options are available. For line series only inter-
polated values is available.

If "discrete values" is selected for the data type for point series, area series, 
vertical plane series and volume series, the values written in the data file are 
the cell-averaged values. For horizontal plane series this is also the case if 
"Layer number" or "Layer number above the bed" is selected for the vertical 
type. For the four remaining options (see Horizontal plane series), a linear 
interpolation in the vertical direction is applied to calculate the values at the 
specified z-level.

If "interpolated values" is selected for the data type, the values written in the 
data file are determined by 2nd order interpolation. The element in which the 
point is located is determined and the point value is obtained by linear inter-
polation using the vertex (node) values for the actual element. The vertex val-
ues are calculated from on the cell-averaged values using the pseudo-
Laplacian procedure proposed by Holmes and Connell (1989).

For cumulative statistics 3D and subseries statistics 3D the data type is 
always “interpolated values”.
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Note, that all adjacent elements, including dry elements, are considered in 
the interpolation calculation.

Output file

A name and location of the output file must be specified along with the file 
type. The file type depends on the Output format and the Data type as shown 
in Table 6.2.

Vectors components and tensors components in a 2D dfsu file and horizontal 
vector components in a 3D dfsu file are given in the projection coordinate sys-
tem. In a dfs2 file and a dfs3 file the vector and tensor components are given 
in the local coordinate system. 

* For area series and horizontal plane series with discrete values selected for 
the data type the file type dfs2 can only be specified when the Mesh and 
bathymetry is specified using a bathymetry data file.

Table 6.2 List of file types for the output files

Output format Data type File type

Point series Discrete values dfs0

Interpolated values dfs0

Line series Interpolated values dfs1

Area series Discrete values dfsu, dfs2*

Interpolated values dfs2, dfsu

Horizontal plane 
series

Discrete values dfsu, dfs2*

Interpolated values dfs2, dfsu

Vertical plane 
series

Discrete values dfsu

Interpolated values dfs2

Volume series Discrete values dfsu

Interpolated values dfs3, dfsu

Cross-section Not relevant dfs0

Domain series Not relevant dfs0
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Flood and dry

For 2D and 3D flow parameters the flood and dry can be treated in three dif-
ferent ways: 

 Whole area

 Only wet area

 Only real wet area

Selecting the Only wet area option the output file will contain delete values for 
land points. The land points are defined as the points where the water depth 
is less than a drying depth. Selecting the Only real wet area option the output 
file will contain delete values for points where the water depth is less than the 
wetting depth. The drying depth and the wetting depth are specified on the 
Flood and Dry dialog. If flooding and drying is not included, both the flooding 
depth and the wetting depth are set to zero.

Disregarding the choice of treatment of output data, all adjacent elements, 
including dry elements, are considered in the interpolation calculation.

Time step

The temporal range refers to the time steps specified under Simulation Period 
in the Time dialog.

If checking the "Use simulation end time" check box, then the simulation end 
time specified in the Time dialog will automatically be used as last output time 

Table 6.3 List of tools for viewing, editing and plotting results

File type Viewing/editing tools Plotting tools

dfs0 Time Series Editor Plot Composer

dfs1 Profile Series Editor Plot Composer
Result Viewer

dfs2 Grid Series Editor
Data Viewer

Plot Composer
Result Viewer
Data Viewer

dfs3 Grid Series Editor Plot Composer
Result Viewer

dfsu Data Viewer
Data Manager

Data Viewer
Result Viewer
Plot Composer (2D)
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step. Hence, the last output time step will be automatically updated if the sim-
ulation period is changed.

If you have selected "Cumulative statistics 2D” or "Cumulative statistics 3D" 
your specified output items will be updated regularly corresponding to the 
specified update interval. In case of "Subseries statistics 2D" or "Subseries 
statistics 3D" your output items will be set to zero at the update interval. In 
most cases you would select "Cumulative wave statistics". The update inter-
val should cover a reasonable time period (at least one wave period or more) 
in order to provide meaningful statistics.

Point series

You must select the map projection (Long/Lat, UTM-32, etc.) in which you 
want to specify the horizontal location of the points. 

The geographical coordinates of the points are either taken from the dialog or 
from a file. The file format is an ascii file with four space separated items for 
each point on separate lines. The first two items must be floats (real num-
bers) for the x- and y-coordinate. For 3D field data the third item must be an 
integer for the Layer number if discrete values are selected and a float (real 
number) for the z-coordinate if interpolated values are selected. The layers 
are numbered 1 at the bed and increasing upwards. For 2D field data the 
third item is unused (but must be specified). The last item (the remaining of 
the line) is the name specification for each point.

Layer number
The layer number selected for discrete values in the point output is defined 
from the lowest active layer (=1) increasing upwards. In case the mesh is a 
type sigma mesh the number of active layers in the water column will always 
be the same in any point in the domain. In case the mesh is a combined 
sigma-z level mesh the number of active layers may vary in the domain. An 
example is shown in Figure 6.10.
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Figure 6.10 Example of layer numbers in point output specification in case of com-
bined sigma-z level mesh.

Line series

You must select the map projection (Long/Lat, UTM-32, etc.) in which you 
want to specify the horizontal spatial information. 

The line is defined by defining a polyline in the horizontal domain. The 
polyline is given by a number of geo-referenced points. A minimum of two 
points is required. The polyline is composed of a sequence of line segments. 
The line segments are straight lines between two successive points. The geo-
graphical coordinates are taken from the dialog or from a file. The file format 
is an ascii file with three space separated items for each of the points on sep-
arate lines. The first two items must be floats (real numbers) for the x- and y-
coordinate (Easting and Northing or Longitude and Latitude). For 3D field 
data the third item must be a float (real number) for the z-coordinate. For 2D 
field data the third item is unused (but must be specified). 

Note: If spherical coordinates (map projection LONG/LAT) is used for a 3D 
model simulation, the line must be either a horizontal or a vertical line.

Area series

You must select the map projection (Long/Lat, UTM-32, etc.) in which you 
want to specify the horizontal spatial information. 

If discrete values is selected for the data type the discrete field data within a 
polygon can be selected. The closed region is bounded by a number of line 
segments. You must specify the coordinates of the vertex points of the poly-
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gon. Two successive points are the endpoints of a line that is a side of the 
polygon. The first and final point is joined by a line segment that closes the 
polygon. The geographical coordinates of the polygon points are taken from 
the dialog or from a file. The file format is an ascii file with three space sepa-
rated items for each of the two points on separate lines. The first two items 
must be floats (real numbers) for the x- and y-coordinate. The third item is 
unused (but must be specified).

If interpolated values is selected for the data type the values is calculated on 
a structured grid (overlay). For each direction you should specify

 The origin

 The grid spacing

 The number of grid points

Furthermore, the orientation of the grid at the origin must be specified. This is 
defined as the angle between y-axis in the selected projection and the y-axis 
of the grid measured clockwise.

Horizontal plane series

You must select the map projection (Long/Lat, UTM-32, etc.) in which you 
want to specify the horizontal spatial information.

If discrete values is selected for the data type the discrete field data within a 
polygon can be selected. The closed region is bounded by a number of line 
segments. You must specify the coordinates of the vertex points of the poly-
gon. Two successive points are the endpoints of a line that is a side of the 
polygon. The first and final point is joined by a line segment that closes the 
polygon. The geographical coordinates of the polygon points are taken from 
the dialog or from a file. The file format is an ascii file with three space sepa-
rated items for each of the two points on separate lines. The first two items 
must be floats (real numbers) for the x- and y-coordinate. The third item is 
unused (but must be specified). For the vertical type the following 6 options 
are available

 Layer number

 Layer number above bed

 Distance above bed

 Distance below surface

 z-coordinate

 Percentage of water column

If interpolated values is selected for the data type the values is calculated on 
a structured grid (overlay). For each direction you should specify

 The origin
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 The grid spacing

 The number of grid points

Furthermore, the orientation of the grid at the origin must be specified. This is 
defined as the angle between y-axis in the selected projection and the y-axis 
of the grid measured clockwise. Finally, the z-coordinate for the horizontal 
plane must be specified.

Layer specification
When "Layer number" is specified for the "Vertical type", the number refer to 
the vertical discretization specified on the Vertical Mesh page. Here the layers 
are numbered 1 at the lowest layer and increase upwards. In case of a com-
bined sigma-z level mesh only the active elements are saved in the output. 
An example is shown in Figure 6.10. When "Layer number above bed" is 
specified for the "Vertical type", the number is defined from the lowest active 
layer (=1) increasing upwards. In case the mesh is a type sigma mesh, the 
number of active layers in the water column will always be the same in any 
point in the domain. In case the mesh is a combined sigma-z level mesh, the 
number of active layers may vary in the domain. An example is shown in 
Figure 6.11.

Vertical plane series

You must select the map projection (Long/Lat, UTM-32, etc.) in which you 
want to specify the horizontal spatial information. 

The vertical plane is defined by defining a polyline in the horizontal domain. 
The polyline is given by a number of geo-referenced points. A minimum of 
two points is required. The polyline is composed of a sequence of line seg-
ments. The line segments are straight lines between two successive points. 
The geographical coordinates are taken from the dialog or from a file. The file 
format is an ascii file with three space separated items for each of the points 
on separate lines. The first two items must be floats (real numbers) for the x- 
and y-coordinate (Easting and Northing or Longitude and Latitude). The third 
item is not used (but must be specified).

If discrete values is selected for the data type you must also specify the range 
of layers (first and last Layer number) which should be stored in the output file 
The intersection between the line segments and the faces of the unstructured 
mesh is determined and added to the list of points on the polyline. A vertical 
unstructured mesh is then created from the horizontal polyline points and the 
vertical discretization for the computational mesh. For each element of the of 
vertical mesh the discrete value at the centroid is determined as the discrete 
value in the element of the computational mesh, where the centroid point is 
located.

If interpolated values is selected for the data type the values is calculated on 
a structured grid (overlay). You should specify the number of grid points along 
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the polyline. For the vertical direction the minimum and maximum z value and 
the number of grid points should be specified.

In the dfs2 output file Dimension 1 is the coordinate along the polyline and 
Dimension 2 is the vertical coordinate (z-direction). The origin in the z-direc-
tion in the dfs2 file is determined as the specified maximum z value.

Layer number
The layer number(s) selected for the vertical plane output refer to the vertical 
discretization specified on the Vertical Mesh page. Here the layers are num-
bered 1 at the lowest layer and increase upwards. In case of a combined 
sigma-z level mesh only the active elements are saved in the output.

Volume series

You must select the map projection (Long/Lat, UTM-32, etc.) in which you 
want to specify the horizontal spatial information. 

If discrete values is selected for the data type the discrete field data within a 
polygon can be selected. The closed region is bounded by a number of line 
segments. You must specify the coordinates of the vertex points of the poly-
gon. Two successive points are the endpoints of a line that is a side of the 
polygon. The first and final point is joined by a line segment that closes the 
polygon. The geographical coordinates of the polygon points are taken from 
the dialog or from a file. The file format is an ascii file with three space sepa-
rated items for each of the two points on separate lines. The three items must 
be floats (real numbers) for the x-,  y- and z-coordinate. You must also specify 
the range of layers (first and last Layer number) which should be stored in the 
output file.

If interpolated values is selected for the data type the values is calculated on 
a structured grid (overlay). For each direction you should specify

 The origin

 The grid spacing

 The number of grid points

Furthermore, the orientation of the grid at the origin must be specified. This is 
defined as the angle between y-axis in the selected projection and the y-axis 
of the grid measured clockwise

Note, the origin, z0dfs3, in the z-direction in the dfs3 file is determined as 
z0dfs3 = z0 + dz*(nz-1), where z0 is the user specified origin, dz is the grid 
spacing and nz in the number of grid points.

Layer number
The layer number(s) selected for the volume output refer to the vertical dis-
cretization specified on the Vertical mesh page. Here the layers are num-
bered 1 at the lowest layer and increase upwards. In case of a combined 
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sigma-z level mesh only the elements containing water are saved in the out-
put. An example is shown in Figure 6.11.

Figure 6.11 Example of layer numbers in volume output specification in case of 
combined sigma-z level mesh.

Cross section series

The cross section is defined by defining a polyline in the horizontal domain. 
The polyline is given by a number of geo-referenced points which together 
make up a polyline. A minimum of two points is required. The polyline is com-
posed of a sequence of line segments. The line segments are straight lines 
between two successive points. The geographical coordinates are taken from 
the dialog or from a file. The file format is an ascii file with three space sepa-
rated items for each of the two points on separate lines. The first two items 
must be floats (real numbers) for the x- and y-coordinate. The third item is 
unused (but must be specified). The polyline (cross section) in the numerical 
calculations is defined as a section of element faces. The face is included in 
the section when the line between the two element centres of the faces 
crosses one of the line segments. The faces defining the cross section are 
listed in the log-file.

You must also select the map projection (Long/Lat, UTM-32, etc.) in which 
you want to specify the horizontal location of the points. 

By definition, discharge is positive for flow towards left when positioned at the 
first point and looking forward along the cross-section line. The transports are 
always integrated over the entire water depth.
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Domain series

The domain for which mass budget should be calculated is specified as a pol-
ygon in the horizontal domain. The closed region is bounded by a number of 
line segments. You must specify the coordinates of the vertex points of the 
polygon. Two successive points are the endpoints of a line that is a side of the 
polygon. The first and final point is joined by a line segment that closes the 
polygon. The geographical coordinates of the polygon points are taken from 
the dialog or from a file. The file format is an ascii file with three space sepa-
rated items for each of the two points on separate lines. The first two items 
must be floats (real numbers) for the x- and y-coordinate.  The third item is 
unused (but must be specified).

You must also select the map projection (Long/Lat, UTM-32 etc.) in which you 
want to specify the horizontal location of the points. 

6.15.3 Output items

2D and 3D flow parameters

All output is optional, i.e. the user is free to select among the variables.

Flow directions in horizontal domain are given in degrees positive clockwise 
from true North (going against). Flow directions in vertical domain are given in 
degrees positive clockwise from the upward pointing z-axis.

The convergence angle is the angle from true North to projection North (posi-
tive clockwise).

Mass Budget

The following items are included in the output file:

 Total area - total volume within polygon

 Wet area - volume in the area within polygon for which the water depth is 
larger than the drying depth.

 Real wet area - volume in the area within polygon for which the water 
depth is larger than the wetting depth

 Dry area - volume in the area within polygon for which the water depth is 
less than the drying depth

 Transport - accumulated volume transported over lateral limits of polygon

 Source - accumulated volume added/removed by sources within polygon

 Process - accumulated volume added/removed by  processes within pol-
ygon
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 Error - accumulated volume error within polygon determined as the dif-
ference between the total mass change and the accumulated mass due 
to transport, sources and processes

The accumulated volume error contains the contribution due to correction of 
the transported component when the values become larger than the specified 
maximum value or lower than the specified minimum value. For the water vol-
ume the minimum value is 0, while there is no upper limit.

Discharge

You can select between two types of output items:

 Basic

 Extended

The basic output items is as follows:

 Discharge - volume flux through the cross section

 Acc. discharge - accumulated volume flux through the cross section

The extended output items that are included in the output file in addition to 
the basic output items are as follows:

 Positive discharge

 Accumulated positive discharge

 Negative discharge

 Accumulated negative discharge

By definition, discharge is positive for flow towards left when positioned at the 
first point and looking forward along the cross-section line. If porosity is 
included in the simulation you can specify if the whole cross section should 
be used or only the cross section excluding porosity.

Cumulative wave statistics and subseries wave statistics

The following items may be selected for the output file of 2D statistics:

 Significant wave height, Hm0

 Wave disturbance coefficient, Hm0/Hm0,incoming

 Maximum wave height, Hmax 

 Maximum surface elevation, smax

 Minimum surface elevation, smin

 Mean surface elevation, smean

 Mean velocity in x-direction, umean
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 Mean velocity in y-direction, vmean

 Skewness, S

 Kurtosis, K

 Atiltness, A

 Time of arrival of the first wave that is used in the calculation, tarrival

If wave disturbance coefficient is selected, you must specify whether the scal-
ing of the coefficients should be relative to a user defined incoming wave 
height, or relative to the wave height in a specific reference point. In the first 
case you must provide the incoming significant wave height, Hm0,incoming, and 
in the second case the coordinates for the reference point.

The following items may be selected for the output file of 3D statistics:

 Mean velocity in x-direction, umean 

 Mean velocity in y-direction, vmean 

 Mean velocity in z-direction, wmean 

 Time of arrival of first wave that is used in the calculation, tarrival

The "Start at wave No" is the number of the first where the computation is ini-
tiated. The first wave is counted from when the water level crosses (uncross-
ing) the still water level first time. Most often you should keep the default 
value.

If flood and dry is included or 3D statistics is selected you should also specify 
whether the phase-averaging should include partly wet domain or not. If 
partly wet domain is included the averaging is performed for the duration 
where the domain is wet.

Significant wave height
The significant wave height Hm0 is defined by

 (6.34)

where  is the standard deviation of the surface elevation. Usually you will 
include this output item in your model specifications.

Wave disturbance coefficient
The wave disturbance coefficient is defined as the significant wave height 
divided by the user defined incoming wave height

Maximum wave height
The maximum wave height Hmax is defined as the maximum surface elevation 
minus the minimum surface elevation within a specified time period.

Hm0 4=
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Maximum surface elevation
The maximum surface elevation max is defined as the maximum value of the 
surface elevation within a specified time period.

Minimum surface elevation
The minimum surface elevation min is defined as the minimum value of the 
surface elevation within a specified time period. 

Mean surface elevation
The mean surface elevation mean is defined as the mean value of the surface 
elevation taken over a specified time period. Usually you will include this out-
put item in your model specifications when wave breaking and moving shore-
line is included. The wave set-down and wave setup can be calculated from 
this item.

Mean velocity in x-direction
The mean velocity umean is defined as time mean of the depth-averaged 
velocity in x-direction. You should include this parameter in your output when 
studying wave-induced circulation. 

Mean velocity in y-direction
The mean velocity vmean is defined as time mean of the depth-averaged 
velocity in y-direction. You should include this parameter in your output when 
studying wave-induced circulation.

Skewness
The skewness S is defined by

(6.35)

where E denotes the mean operator. Thus, the skewness may be examined 
as the mean cube of the time series of the surface elevation normalised by 
the mean square of the time series of surface elevation to the power 3/2. The 
skewness is a higher-order integral measure of the lack of horizontal wave 
profile symmetry. For further information on this output type please see 
Kofoed-Hansen and Rasmussen (1998) p. 213ff. Usually you will not include 
this item in your model output specifications.

Kurtosis
The excess kurtosis K is defined by

(6.36)

where E denotes the mean operator. The kurtosis is a higher-order measure 
to identify non-Gaussian characteristics of a wave field. For a Gaussian sea 
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state (i.e. linear and random waves) the kurtosis is 0. Usually you will not 
include this quantity in your model output specifications.

Atiltness
The atiltness A is defined by

(6.37)

where E denotes the mean operator. The atiltness is a higher-order integral 
measure of the lack of vertical wave profile symmetry. The parameter takes a 
positive value when the wave profile are tilted forward (like in the shoaling 
zone) and takes a negative value when tilted backward. For further informa-
tion on this output type please see Goda and Morinobu (1998) p. 314ff. Usu-
ally you will not include this quantity in your model output specifications.

Inundation

You can select to output inundation information as a "Area series" (map) or a 
"Cross section series" for the flow simulation. When "Area series" is selected 
for the "Output format", the following items may be selected for the output file

 Maximum water depth

 Maximum surface elevation

 Time at maximum water depth

 Maximum current speed

 Direction at maximum current speed

 U-velocity at maximum current speed

 V-velocity at maximum current speed

 Time at maximum current speed

 Maximum flux magnitude

 Direction at maximum flux magnitude

 P-flux at maximum flux magnitude

 Q-flux at maximum flux magnitude

 Time at maximum flux magnitude

 Duration of depth above threshold

 Time at first depth above threshold

In case one of the last two items are selected, you must specify a Depth 
threshold value as well.
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When "Cross section series" is selected for the "Output format", the following 
items may be selected for the output file

 Maximum water depth

 Maximum surface elevation

The maximum values for each face defining the cross section will be the max-
imum values in the selected time period of the water depth and surface eleva-
tion in the element to the right and left of the faces.
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7 TURBULENCE MODULE

The turbulence module is invoked by selecting a two-equation turbulence 
model for the vertical or horizontal eddy viscosity d (see section 6.4, Eddy 
Viscosity).

The turbulence model can either be a k- model (see Rodi (1980)) or a k- 
model (see Wilcox (2008)). Both models are extended with terms for buoy-
ancy and limiters to stabilize the eddy viscosity in regions with nearly-poten-
tial flow, see Larsen and Fuhrman (2018). 

7.1 Equation

The k- model consists of transport equations for the two turbulence variables 
k, the specific turbulent kinetic energy (TKE) and , the dissipation rate of 
TKE. The k- model consist of transport equations for the two turbulence var-
iables k, specific TKE, and , specific dissipation rate of TKE. For details of 
the models, the reader is referred to the scientific documentation.

In the k- closure model, the Prandtl number, which appears in the transport 
equations for k and , can be modified explicitly following the empirical 
expression of Munk and Anderson (1948). This correction will introduce a 
damping of the buoyancy production in case of stable stratification. This 
damping is included by default.

When vegetation is included in the simulation additional vegetation constants 
must be specified.

Empirical constants

For the k-model five empirical constants can be specified: c1e, c2e, c3e 
enters the source terms in the transport equation for , the Prandtl number 
(t) is used in the buoyancy production term and cmy (c ) is an empirical 
constant used in the expression for the eddy viscosity (see eg. (6.6)).

For the k- model, five empirically constants can be specified: alpha and 
beta_0 enters the source terms in the transport equation for , sigma_do is 
used in cross-diffusion term, beta_k corresponds to cmy in the k- model, 
and, again, the Prandtl number (t) is used in the buoyancy production term.

The default values of the empirical constants in the two turbulence models 
are carefully calibrated. Therefore great care should be taken if you decide to 
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alter any of these coefficients. The default values of the empirical constants 
are listed in Table 7.1 for the k- model, and in Table 7.2 for the k- model.

Vegetation constants

For the k- model the weighting coefficients, cf_k and cf_epsilon, for the tur-
bulence production terms for vegetation in transport equations can be speci-
fied. For the k- model the coefficients, cf_k and cf_omega, can be specified. 
Following Lopez and Garcia (1998) the weighting coefficient cf_k is set to 1 
and cf_epsilon=c2e/c1e. With the default values for c1e and c2e cf_epsi-
lon=1.33. The default value for cf_omega is set to 1. 

Maximum and minimum values

Here, you specify maximum and minimum values for the variables in the tur-
bulence model. It is recommended you use minimum values, which are con-
sistent with the expression for determination of the eddy viscosity. For the k- 
model, this implies the minimum values of t, k and  should fulfil eq. (6.6), 
and, for the k- model, this implies the minimum values of t, k and  should 
fulfil eq. (6.7), see section 6.4 Eddy Viscosity (p. 58).

7.2 Solution Technique

The simulation time and accuracy can be controlled by specifying the order of 
the numerical schemes that are used in the numerical calculations. Both the 
scheme for time integration and for space discretization can be specified. You 
can select either a lower order scheme (first order) or a higher order scheme. 
The lower order scheme is faster, but less accurate. For more details on the 
numerical solution techniques, see the scientific documentation.

The time integration of the transport (advection-dispersion) equations is per-
formed using a semi-implicit scheme, where the horizontal terms are treated 
explicitly and the vertical terms are treated implicitly. Due to the stability 
restriction using an explicit scheme, the time step interval must be selected 
so that the CFL number is less than 1. A variable time step interval is used in 
the calculation and it is determined so that the CFL number is less than a crit-

Table 7.1 Default values of empirical constants in the k- turbulence model (see 
Rodi, 1980)

c1e c2e c3e Prandtl number cmy

1.44 1.92 0 0.9 0.09

Table 7.2 Default values of empirical constants in the k- turbulence model

alpha beta_0 sigma_do Prandtl number beta_k

0.52 0.0708 0.125 0.7 0.09
106 MIKE 21/3 Wave Model FM - © DHI A/S



Solution Technique
ical CFL number in all computational nodes. To control the time step, it is also 
possible for the user to specify a minimum time step and a maximum time 
step. The time step interval for the transport equations is synchronized to 
match the overall time step specified on the Time dialog.

The minimum and maximum time step interval and the critical CFL number is 
specified in the Solution Technique dialog in the HYDRODYNAMIC MOD-
ULE.

7.2.1 Remarks and hints

If the important processes are dominated by convection (flow), then higher 
order space discretization should be chosen. If they are dominated by diffu-
sion, the lower order space discretization can be sufficiently accurate. In gen-
eral, the time integration method and space discretization method should be 
chosen alike.

Choosing the higher order scheme for time integration will increase the com-
puting time by a factor of 2 compared to the lower order scheme. Choosing 
the higher order scheme for space discretization will increase the computing 
time by a factor of 1½ to 2. Choosing both as higher order will increase the 
computing time by a factor of 3-4. However, the higher order scheme will in 
general produce results that are significantly more accurate than the lower 
order scheme.

The default value for the critical CFL number is 1, which should secure stabil-
ity. However, the calculation of the CFL number is only an estimate. Hence, 
stability problems can occur using this value. In these cases you can reduce 
the critical CFL number. It must be in the range from 0 to 1. Alternatively, you 
can reduce the maximum time step interval. Note, that setting the minimum 
and maximum time step interval equal to the overall time step interval speci-
fied on the Time dialog, the time integration will be performed with constant 
time step. In this case the time step interval should be selected so the CFL 
number is smaller than 1.

The total number of time steps in the calculation and the maximum and mini-
mum time interval during the calculation are printed in the log-file for the sim-
ulation. The CFL number can be saved in an output file.

The higher order scheme can exhibit under and over shoots in regions with 
steep gradients. Hence, when the higher order scheme is used in combina-
tion with a limitation on the minimum and maximum value of the concentra-
tion mass conservation cannot be guaranteed.

Using a zero velocity boundary condition (no-slip) or a zero normal velocity 
boundary condition with wall friction (semi-slip), the velocity along the wall is 
forced to slow down and this may create steep gradients. On a structured 
mesh, this can lead to small numerical oscillations in the solution. This issue 
has only been observed for refined meshes and, typically, this noise is hardly 
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noticeable. In the turbulence model, however, these small oscillations can be 
amplified and give large oscillations in the turbulence variables, and this may 
in turn cause large errors in the solution. Therefore, it is recommended to be 
cautious when using a structured mesh together with a turbulence model and 
a no-slip or semi-slip boundary condition, especially if the mesh has a fine 
resolution.

7.3 Dispersion

The diffusion coefficients in the turbulence module are calculated as the eddy 
viscosity used in the flow equations divided by a scaling factor sigma. For 
specification of the eddy viscosity, see section 6.4, Eddy Viscosity. You can 
specify a horizontal and vertical sigma coefficient for each of the two trans-
port equations in the turbulence model.

7.4 Initial Conditions

The initial conditions are the spatial distribution of the turbulence variables 
throughout the computational domain at the beginning of the simulation. Ini-
tial conditions must always be provided. The initial conditions can be the 
result from a previous simulation in which case the initial conditions effec-
tively act as a hot start of the fields for the turbulence variables.

The initial conditions are specified individually for the two turbulence varia-
bles. In the k- model, the turbulence variables are specific TKE and dissipa-
tion rate of TKE and, in the k- model, they are specific TKE and specific 
dissipation rate of TKE.

Data

The initial condition for the two turbulence variables can be specified in two 
ways

 Constant (in domain)

 Varying in domain

For the case with varying in domain you have to prepare a data file containing 
the initial condition for the relevant turbulence variable before you set up the 
hydrodynamic simulation. The file must be a 3D unstructured data file  (dfsu) 
or a 3D grid data file (dfs3). 

The area in the data file must cover the model area. If a dfsu-file is used, the 
mesh in the data file must match exactly the mesh in the simulation. If a dfs3-
file is used, bilinear interpolation is used to map the data. In case the input 
data file contains a single time step, this field is used. In case the file contains 
several time steps, e.g. from the results of a previous simulation, the actual 
starting time of the simulation is used to interpolate the field in time. Therefore 
the starting time must be between the start and end time of the file.
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7.4.1 Recommended values

Generally, it is very difficult to estimate realistic initial conditions for the turbu-
lence variables. Therefore, it is recommended to apply the minimum value, 
which will result in the minimum value of the eddy viscosity if you follow the 
recommendations in section 6.4, Eddy Viscosity.
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8 SAND TRANSPORT MODULE

The Sand Transport Module calculates the resulting transport of non-cohe-
sive materials.

8.1 Model Definition

The sand transport is calculated based on the 3D flow field.

You may also set some additional model parameters for the simulation.

8.1.1 General description

The Sand Transport Module calculates non-cohesive sediment transport. 
Two modes of sediment transport are described:

1. bed load transport 

2. suspended load transport

A third category is normally referred to as wash load. Wash load is not 
included in this model.

The bed load and suspended load is calculated separately.

8.1.2 Forcing parameters

The horizontal velocity components are always calculated based on the bed 
shear stress from the hydrodynamic model.

8.1.3 3D flow field

The 3D flow field model uses a 3D transport equation for the suspended sed-
iment concentration. The 3D flow field model can be used to for modelling 
various scenarios where vertical resolution is important, such as e.g. trench 
siltation, scour around monopiles and berms, breaker bar dynamics under 
waves.

For "3D flow field" only one fraction of sediment can be simulated.

Layer thickness

You may choose to include a varying layer thickness as start condition for the 
simulation (see Layer thickness). This option is useful when simulating sand 
transport in areas with rock bed present (i.e. cases with non-erodible bed and 
limited sand supply).
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In case the local layer thickness h is less than the defined threshold thick-
ness hcrit, the total transport rate Qt is reduced according to a parabolic for-
mulation, i.e.

(8.1)

Fraction Definition

Bed load
Five sediment theories are presently available in the model for the bed load:

 Engelund and Hansen

 Van Rijn

 Engelund and Fredsoe

 Meyer-Peter and Muller

 Kovaks and Parker

 Engelund and Fredsoe (Extended)

For bed load, a bed load factor, kb, can be applied to the selected transport 
formula. The default value is 1, and values can vary between 0.5 and 2.0. 
Beyond this range the validity of the chosen formula could be questioned. 

The Engelund and Hansen formula only predict total load, whereas informa-
tion about both bed load and suspended load is required. The total load for-
mula can still be applied by using the calibration factors kb and ks for bed load 
and suspended load, respectively, in order to differentiate between the two 
modes of transport. By specifying kb = 0.1 and ks = 0.9, it is understood that 
10% of the transport takes place as bed load.

Suspended load
For suspended load a suspended load factor, ks, can be applied to the 
selected transport formula. As for bed load the default value is 1, and values 
can vary between 0.5 and 2.0. Again, beyond this range the validity of the 
chosen formula could be questioned.

Bed concentration
The suspended sediment concentration is calculated by solving a 3D trans-
port equation for the concentration. In this case you must specify the formula 
used for calculating the reference bed concentration defined at a level of 2 
sediment grain diameters above the bed. Here two options are available

 Engelund and Fredsøe

 Zyserman and Fredsøe

Qt reduced Qt h hcrit 2=
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Kovaks and Parker
When "Kovacs and Parker" is selected for the bed load formula, you must 
specify the bed shear stress forcing type. You can also specify the static fric-
tion coefficient, dynamic friction coefficient and the friction velocity factor. For 
more details see the scientific documentation. When bed morphology is 
included, the solution may become unstable if the dynamic friction coefficient  
d is smaller than the tangent of the specified angle of repose in the bank ero-
sion section.

Engelund and Fredsoe (Extended)
When "Engelund and Fredsoe (Extended)" is selected for the bed load for-
mula, you must specify the bed shear stress forcing type. You can also spec-
ify the static friction coefficient, dynamic friction coefficient and the friction 
velocity factor. For more details see the scientific documentation. When bed 
morphology is included, the solution may become unstable if the dynamic fric-
tion coefficient  d is smaller than the tangent of the specified angle of repose 
in the bank erosion section.

Bed shear stress forcing type
When "Kovacs and Parker" or “Engelund and Fredsoe (Extended)” is 
selected for the bed load formula, you must specify the bed shear stress forc-
ing type

 Total bed shear stress

 Skin friction bed shear stress

When Total bed shear stress is selected, the bed load and the reference bed 
concentration are derived from the bed shear stress from the hydrodynamic 
module using the Shields parameter  formula

(8.2)

where 

b is the bed shear stress,
s is the density of the sediment,
 is the density of the water,
g is acceleration due to gravity and
d50 is the mean grain diameter.

When Skin friction bed shear stress is selected (assuming presence of unre-
solved bed forms), only the skin friction component of the bed shear stress is 
used in the calculation of the bed load and the reference bed concentration. 


b

s – gd50

-------------------------------=
Powering Water Decisions 113



SAND TRANSPORT MODULE
The skin friction component of the Shields parameter ’, is estimated by the 
Engelund & Fredsøe (1982) relation

(8.3)

Maximum concentration
To maintain stability, a maximum value of suspended sediment concentra-
tions can be specified.

8.2 Time Parameters

The sand transport calculation is activated at the start time step relative to the 
start of the simulation specified on the Time dialog.

Once the sand transport calculation is activated the time step for the sand 
transport calculations is the overall time step, specified on the Time dialog, 
multiplied by the time step factor.

In case the model type is pure current with non-equilibrium transport the time-
integration is performed using a dynamic time step interval (see Solution 
Technique below).

8.3 Solution Technique

The simulation time and accuracy can be controlled by specifying the order of 
the numerical schemes that are used in the numerical calculations. Both the 
scheme for time integration and for space discretization can be specified. You 
can select either a lower order scheme (first order) or a higher order scheme. 
The lower order scheme is faster, but less accurate. For more details on the 
numerical solution techniques, see the scientific documentation.

The time integration of the transport (advection-dispersion) equations is per-
formed using a semi-implicit scheme, where the horizontal terms are treated 
explicitly and the vertical terms are treated implicitly. Due to the stability 
restriction using an explicit scheme the time step interval must be selected so 
that the CFL number is less than 1. A variable time step interval is used in the 
calculation and it is determined so that the CFL number is less than a critical 
CFL number in all computational nodes. To control the time step it is also pos-
sible for the user to specify a minimum time step and a maximum time step. 
The time step interval for the transport equations is synchronized to match 
the overall time step specified on the Time dialog.

' min 0,06 0,31,5+   , cr  0,55

 ,  0,55






=
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The minimum and maximum time step interval and the critical CFL number is 
specified in the Solution Technique dialog in the HYDRODYNAMIC MOD-
ULE.

8.3.1 Remarks and hints

If the important processes are dominated by convection (flow), then higher 
order space discretization should be chosen. If they are dominated by diffu-
sion, the lower order space discretization can be sufficiently accurate. In gen-
eral, the time integration method and space discretization method should be 
chosen alike.

Choosing the higher order scheme for time integration will increase the com-
puting time by a factor of 2 compared to the lower order scheme. Choosing 
the higher order scheme for space discretization will increase the computing 
time by a factor of 1½ to 2. Choosing both as higher order will increase the 
computing time by a factor of 3-4. However, the higher order scheme will in 
general produce results that are significantly more accurate than the lower 
order scheme.

The default value for the critical CFL number is 1, which should secure stabil-
ity. However, the calculation of the CFL number is only an estimate. Hence, 
stability problems can occur using this value. In these cases you can reduce 
the critical CFL number. It must be in the range from 0 to 1. Alternatively, you 
can reduce the maximum time step interval. Note, that setting the minimum 
and maximum time step interval equal to the overall time step interval speci-
fied on the Time dialog, the time integration will be performed with constant 
time step. In this case the time step interval should be selected so the the 
CFL number is smaller than 1.

The total number of time steps in the calculation and the maximum and mini-
mum time interval during the calculation are printed in the log-file for the sim-
ulation. The CFL number can be saved in an output file.

8.4 Sediment Properties

The calculation requires the sediment characteristics for the area.

The grain size is regarded as a representative grain size for a specific grid 
point in the modelling area. This means it can vary spatially. In river bends, 
coarser sediment is often found in deeper parts of the cross-section while 
finer sediments are found along the inner banks. On coasts with wave impact, 
coarser sediment is often found on the beach and on shallow water while 
finer sediment are found on deeper water.

8.4.1 Sediment Properties

The volume of the sand is described by the porosity of the material.
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You must specify the mean grain diameter, the relative density and the critical 
Shields value. 

Data

The mean grain diameter can be specified as

 Constant (in domain)

 Varying in domain 

For the case with values varying in domain you have to prepare a data file 
containing the mean grain diameterbefore you set up the sand transport sim-
ulation. The file must be a 2D unstructured data file (dfsu) or a 2D grid data 
file (dfs2). The area in the data file must cover the model area. If a dfsu-file is 
used piecewise constant interpolation is used to map the data. If a dfs2-file is 
used bilinear interpolation is used to map the data.

8.4.2 Recommended values

This module calculates the sediment transport rates based on theory that has 
been developed for sand sized material, e.g. grain diameters in the range 
from 0.06 mm to 2 mm.

Porosity of the bottom sediment is usually in the range of 0.3 to 0.7.

For sand, a typical value of the relative sediment density is 2.65. 

8.5 Bed resistance

The resistance information is always taken from the HD simulation.

8.6 Dispersion

In numerical models the dispersion usually describes transport due to non-
resolved processes. In coastal areas it can be transport due to non-resolved 
turbulence or eddies. Especially in the horizontal directions the effects of non-
resolved processes can be significant, in which case the dispersion coeffi-
cient formally should depend on the resolution.

In a 3D model it is important to distinguish between horizontal dispersion due 
to e.g. non-resolved eddies, and vertical dispersion due to e.g. bed generated 
turbulence. Hence, dispersion in horizontal and vertical directions is specified 
separately.

8.6.1 Dispersion

The dispersion can be formulated as
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 No dispersion

 Dispersion coefficient formulation

 Scaled eddy viscosity formulation

Selecting the dispersion coefficient formulation you must specify the disper-
sion coefficient.

Using the scaled eddy viscosity formulation the dispersion coefficient is cal-
culated as the eddy viscosity used in solution of the flow equations multiplied 
by a scaling factor. For specification of the eddy viscosity see Eddy Viscosity 
in the manual for the HYDRODYNAMIC MODULE.

Data

Selecting dispersion coefficient option the format of the dispersion coefficient 
can be specified as

 Constant (in both time and domain)

 Varying in domain

For the case with dispersion coefficient varying in domain  have to prepare a 
data file containing the dispersion coefficient before you set up the hydrody-
namic simulation. The file must be a 2D unstructured data file (dfsu) or a 2D 
grid file (dfs2). The area in the data file must cover the model area. If a dfsu-
file is used, a piecewice constant interpolation is used to map the data. If a 
dfs2-file is used, a bilinear interpolation is used to map the data.

When selecting the scaled eddy viscosity option the format of the scaling fac-
tor can be specified as

 Constant

 Varying in domain

For the case with values varying in domain you have to prepare a data file 
containing the scaling factor before you set up the hydrodynamic simulation. 
The file must be a 3D unstructured data file (dfsu) or a 3D data grid file (dfs3). 
The area in the data file must cover the model area. If a dfsu-file is used, a 
piecewice constant interpolation is used to map the data. If a dfs3-file is used, 
a bilinear interpolation is used to map the data.

8.6.2 Recommended values

When more sophisticated eddy viscosity models are used, as the Smagorin-
sky or k- models, the scaled eddy formulation should be used. 

The scaling factor can be estimated by 1/T, where T is the Prandtl number. 
The default value here for the Prandtl number is 0.9 corresponding to a scal-
ing factor of 1.1. 
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The dispersion coefficient is usually one of the key calibration parameters for 
the Transport Module. It is therefore difficult to device generally applicable 
values for the dispersion coefficient. However, using Reynolds analogy, the 
dispersion coefficient can be written as the product of a length scale and a 
velocity scale. In shallow waters the length scale can often be taken as the 
water depth, while the velocity scale can be given as a typical current speed.

Values in the order of 1 are usually recommended for the scaling factor. For 
more information, see Rodi (1980).

8.7 Initial Conditions

The initial concentration of the suspended sediment has to be specified. 
When varying layer thickness is included you must specify the initial bed 
thickness of the erodible bed. The initial conditions can be the result from a 
previous simulation in which case the initial conditions effectively act as a hot 
start of the concentration field for each component.

8.7.1 Fraction concentration

You need to specify the initial concentration.

Data

The initial concentration (in component unit) for each fraction can be speci-
fied as

 Constant (in domain)

 Varying in domain

A typical background concentration is 10 g/m3.

For the case with varying in domain you have to prepare a data file containing 
the concentration (in component unit) before you set up the simulation. 

The file must be a 3D unstructured data file  (dfsu) or a 3D grid data file 
(dfs3). The area in the data file must cover the model area. If a dfsu-file is 
used, the mesh in the data file must match exactly the mesh in the simulation. 
If a dfs3-file is used bilinear interpolation is used to map the data. In case the 
input data file contains a single time step, this field is used. In case the file 
contains several time steps, e.g. from the results of a previous simulation, the 
actual starting time of the simulation is used to interpolate the field in time. 
Therefore the starting time must be between the start and end time of the file.
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8.7.2 Layer thickness

When varying layer thickness is included you must specify the initial bed 
thickness of the erodible bed.

Data

The initial bed thickness can be specified as

 Constant (in domain)

 Varying in domain

For the case with varying in domain you have to prepare a data file containing 
the layer thickness before you set up the simulation. The file must be a 2D 
unstructured data file (dfsu) or a 2D grid data file (dfs2). The area in the data 
file must cover the model area. If a dfsu-file is used, a piecewise constant 
interpolation is used to map the data. If a dfs2-file is used, a bilinear interpola-
tion is used to map the data. In case the input data file contains a single time 
step, this field is used. In case the file contains several time steps, e.g. from 
the results of a previous simulation, the actual starting time of the simulation 
is used to interpolate the field in time. Therefore the starting time must be 
between the start and end times of the file.

8.8 Morphology Module

The Morphology module is included provided the ST module is selected. 

A more detailed description of the Morphology module can be found in sec-
tion MORPHOLOGY MODULE. 

8.9 Outputs

Standard data files with computed results from the simulation can be speci-
fied here. Because result files tend to become large, it is normally not possi-
ble to save the computed discrete data in the whole area and at all time 
steps. In practice, sub areas and subsets must be selected. 

In the main Outputs dialog you can add a new output file by clicking on the 
"New output" button. By selecting a file in the Output list and clicking on the 
"Delete output" you can remove this file. For each output file you can specify 
the name (title) of the file and whether the output file should be included or 
not. The specification of the individual output files is made subsequently. You 
can go to the dialog for specification by clicking on the "Go to .." button. 
Finally, you can view the results using the relevant MIKE 21 viewing/editing 
tool by clicking on the "View" button during and after the simulation.
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8.9.1 Geographic view

This shows the geographical position of the output data.

8.9.2 Output type

For each selected output file the field type, the output format, the data type, 
the treatment of flood and dry, the output file (name, location and file type) 
and time step must be specified. Depending on the output format and data 
type the geographical extend of the output data must also be specified.

Field type

Both 2D field parameters and 3D field parameters can be selected. The mass 
budget and the discharge through a cross-section can also be selected.

Output format

The possible choice of output format depends on the specified field type.

For 2D field variables the following formats can be selected

 Point series. Selected field data in geographical defined points. 

 Lines series. Selected field data along geographical defined lines. 

 Area series. Selected field data in geographical defined areas.

For 3D field variables the following formats can be selected:

 Point series. Selected field data in geographical defined points.

 Lines series. Selected field data along geographical defined lines.

 Horizontal plane series. Selected field data in geographical defined hori-
zontal plane.

 Vertical plane series. Selected field data along geographical defined ver-
tical plane.

 Volume series. Selected field data in geographical defined areas. 

If mass budget is selected for the field type you have to specify the domain 
for which the mass budget should be calculated. The file type will be a dfs0 
file.

If discharge is selected for the field type you have to specify the cross section 
through which the discharge should be calculated. The file type will be a dfs0 
file.
120 Sand Transport Module FM - © DHI A/S



Outputs
Data type

You must specify the data type. You can select discrete values or interpolated 
values. For point series, area series, horizontal plane series, vertical plane 
series and volume series both options are available. For line series only inter-
polated values is available. For line series only interpolated values is availa-
ble. See also Table 8.1.

If "discrete values" is selected for the data type for point series, area series, 
vertical plane series and volume series, the values written in the data file are 
the cell-averaged values. For horizontal plane series this is also the case if 
"Layer number" or "Layer number above the bed" is selected for the vertical 
type. For the four remaining options (see Horizontal plane series), a linear 
interpolation in the vertical direction is applied to calculate the values at the 
specified z-level.

If "interpolated values" is selected for the data type, the values written in the 
data file are determined by 2nd order interpolation. The element in which the 
point is located is determined and the point value is obtained by linear inter-
polation using the vertex (node) values for the actual element. The vertex val-
ues are calculated from on the cell-averaged values using the pseudo-
Laplacian procedure proposed by Holmes and Connell (1989).

Note, that all adjacent elements, including dry elements, are considered in 
the interpolation calculation.

Output file

A name and location of the output file must be specified along with the file 
type. The file type depends on the Output format and the Data type as shown 
in Table 8.1.

Vectors components and tensors components in a 2D dfsu file are given in 
the projection coordinate system. In a dfs2 file the vector and tensor compo-
nents are given in the local coordinate system. 

Table 8.1 List of file types for the output files

Output format Data type File type

Point series Discrete values dfs0

Interpolated values dfs0

Line series Interpolated values dfs1

Area series Discrete values dfsu, dfs2*

Interpolated values dfs2, dfsu
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* For area series and horizontal plane series with discrete values selected for 
the data type the file type dfs2 can only be specified when the Mesh and 
bathymetry is specified using a bathymetry data file.

Flood and dry

The flood and dry can be treated in three different ways 

 Whole area

 Only wet area

Horizontal plane 
series

Discrete values dfsu, dfs2*

Interpolated values dfs2, dfsu

Vertical plane 
series

Discrete values dfsu

Interpolated values dfs2

Volume series Discrete values dfsu

Interpolated values dfs3

Cross-section Not relevant dfs0

Domain series Not relevant dfs0

Table 8.2 List of tools for viewing, editing and plotting results

File type Viewing/editing tools Plotting tools

dfs0 Time Series Editor Plot Composer

dfs1 Profile Series Editor Plot Composer
Result Viewer

dfs2 Grid Series Editor
Data Viewer

Plot Composer
Result Viewer
Data Viewer

dfs3 Grid Series Editor Plot Composer
Result Viewer

dfsu Data Viewer
Data Manager

Data Viewer
Result Viewer
Plot Composer (2D)

Table 8.1 List of file types for the output files

Output format Data type File type
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 Only real wet area

Selecting the Only wet area option the output file will contain delete values for 
land points. The land points are defined as the points where the water depth 
is less than a drying depth. Selecting the Only real wet area option the output 
file will contain delete values for points where the water depth is less than the 
wetting depth. The drying depth and the wetting depth are specified on the 
Flood and Dry dialog. If flooding and drying is not included both the flooding 
depth and the wetting depth are set to zero.

Time step

The temporal range refers to the time steps specified under Simulation Period 
in the Time dialog.

If checking the "Use simulation end time" check box, then the simulation end 
time specified in the Time dialog will automatically be used as last output time 
step. Hence, the last output time step will be automatically updated if the sim-
ulation period is changed.

Point series

You must select the map projection (Long/Lat, UTM-32, etc.) in which you 
want to specify the horizontal location of the points. 

The geographical coordinates of the points are either taken from the dialog or 
from a file. The file format is an ascii file with four space separated items for 
each point on separate lines. The first two items must be floats (real num-
bers) for the x- and y-coordinate. For 3D field data the third item must be an 
integer for the Layer number if discrete values are selected and a float (real 
number) for the z-coordinate if interpolated values are selected. The layers 
are numbered 1 at the bed and increasing upwards. For 2D field data the 
third item is unused (but must be specified). The last item (the remaining of 
the line) is the name specification for each point

Layer number
The layer number selected for discrete values in the point output is defined 
from the lowest active layer (=1) increasing upwards. In case the mesh is a 
type sigma mesh the number of active layers in the water column will always 
be the same in any point in the domain. In case the mesh is a combined 
sigma-z level mesh the number of active layers may vary in the domain. An 
example is shown in Figure 8.1.
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Figure 8.1 Example of layer numbers in point output specification in case of com-
bined sigma-z level mesh.

Line series

You must select the map projection (Long/Lat, UTM-32, etc.) in which you 
want to specify the horizontal spatial information. 

The line is defined by defining a polyline. The polyline is given by a number of 
geo-referenced points. A minimum of two points is required. The polyline is 
composed of a sequence of line segments. The line segments are straight 
lines between two successive points. The geographical coordinates are taken 
from the dialog or from a file. The file format is an ascii file with three space 
separated items for each of the points on separate lines. The first two items 
must be floats (real numbers) for the x- and y-coordinate (Easting and North-
ing or Longitude and Latitude). For 3D field data the third item must be a float 
(real number) for the z-coordinate. The third item is unused (but must be 
specified). 

Area series

You must select the map projection (Long/Lat, UTM-32, etc.) in which you 
want to specify the horizontal spatial information. 

If discrete values is selected for the data type the discrete field data within a 
polygon can be selected. The closed region is bounded by a number of line 
segments. You must specify the coordinates of the vertex points of the poly-
gon. Two successive points are the endpoints of a line that is a side of the 
polygon. The first and final point is joined by a line segment that closes the 
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polygon. The geographical coordinates of the polygon points are taken from 
the dialog or from a file. The file format is an ascii file with three space sepa-
rated items for each of the two points on separate lines. The first two items 
must be floats (real numbers) for the x- and y-coordinate. The third item is 
unused (but must be specified).

If interpolated values is selected for the data type the values is calculated on 
a structured grid (overlay). For each direction you should specify

 The origin

 The grid spacing

 The number of grid points

Furthermore, the orientation of the grid at the origin must be specified. This is 
defined as the angle between y-axis in the selected projection and the y-axis 
of the grid measured clockwise.

Horizontal plane series

You must select the map projection (Long/Lat, UTM-32, etc.) in which you 
want to specify the horizontal spatial information.

If discrete values is selected for the data type the discrete field data within a 
polygon can be selected. The closed region is bounded by a number of line 
segments. You must specify the coordinates of the vertex points of the poly-
gon. Two successive points are the endpoints of a line that is a side of the 
polygon. The first and final point is joined by a line segment that closes the 
polygon. The geographical coordinates of the polygon points are taken from 
the dialog or from a file. The file format is an ascii file with three space sepa-
rated items for each of the two points on separate lines. The first two items 
must be floats (real numbers) for the x- and y-coordinate. The third item is 
unused (but must be specified). For the vertical type the following 6 options 
are available

 Layer number

 Layer number above bed

 Distance above bed

 Distance below surface

 z-coordinate

 Percentage of water column

If interpolated values is selected for the data type the values is calculated on 
a structured grid (overlay). For each direction you should specify

 The origin

 The grid spacing
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 The number of grid points

Furthermore, the orientation of the grid at the origin must be specified. This is 
defined as the angle between y-axis in the selected projection and the y-axis 
of the grid measured clockwise. Finally, the z-coordinate for the horizontal 
plane must be specified.

Layer specification
When "Layer number" is specified for the "Vertical type", the number refer to 
the vertical discretization specified on the Vertical Mesh page. Here the layers 
are numbered 1 at the lowest layer and increase upwards. In case of a com-
bined sigma-z level mesh only the active elements are saved in the output. 
An example is shown in Figure 8.1. When "Layer number above bed" is spec-
ified for the "Vertical type", the number is defined from the lowest active layer 
(=1) increasing upwards. In case the mesh is a type sigma mesh, the number 
of active layers in the water column will always be the same in any point in 
the domain. In case the mesh is a combined sigma-z level mesh, the number 
of active layers may vary in the domain. An example is shown in Figure 8.2.

Vertical plane series

You must select the map projection (Long/Lat, UTM-32, etc.) in which you 
want to specify the horizontal spatial information. 

The vertical plane is defined by defining a polyline in the horizontal domain. 
The polyline is given by a number of geo-referenced points. A minimum of 
two points is required. The polyline is composed of a sequence of line seg-
ments. The line segments are straight lines between two successive points. 
The geographical coordinates are taken from the dialog or from a file. The file 
format is an ascii file with three space separated items for each of the points 
on separate lines. The first two items must be floats (real numbers) for the x- 
and y-coordinate (Easting and Northing or Longitude and Latitude). The third 
item is not used (but must be specified).

If discrete values is selected for the data type you must also specify the range 
of layers (first and last Layer number) which should be stored in the output file 
The intersection between the line segments and the faces of the unstructured 
mesh is determined and added to the list of points on the polyline. A vertical 
unstructured mesh is then created from the horizontal polyline points and the 
vertical discretization for the computational mesh. For each element of the of 
vertical mesh the discrete value at the centroid is determined as the discrete 
value in the element of the computational mesh, where the centroid point is 
located.

If interpolated values is selected for the data type the values is calculated on 
a structured grid (overlay). You should specify the number of grid points along 
the polyline. For the vertical direction the minimum and maximum z value and 
the number of grid points should be specified.
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In the dfs2 output file Dimension 1 is the coordinate along the polyline and 
Dimension 2 is the vertical coordinate (z-direction). The origin in the z-direc-
tion in the dfs2 file is determined as the specified maximum z value.

Layer number
The layer number(s) selected for the vertical plane output refer to the vertical 
discretization specified on the Vertical Mesh page. Here the layers are num-
bered 1 at the lowest layer and increase upwards. In case of a combined 
sigma-z level mesh only the active elements are saved in the output.

Volume series

You must select the map projection (Long/Lat, UTM-32, etc.) in which you 
want to specify the horizontal spatial information. 

If discrete values is selected for the data type the discrete field data within a 
polygon can be selected. The closed region is bounded by a number of line 
segments. You must specify the coordinates of the vertex points of the poly-
gon. Two successive points are the endpoints of a line that is a side of the 
polygon. The first and final point is joined by a line segment that closes the 
polygon. The geographical coordinates of the polygon points are taken from 
the dialog or from a file. The file format is an ascii file with three space sepa-
rated items for each of the two points on separate lines. The three items must 
be floats (real numbers) for the x-,  y- and z-coordinate. You must also specify 
the range of layers (first and last Layer number) which should be stored in the 
output file.

If interpolated values is selected for the data type the values is calculated on 
a structured grid (overlay). For each direction you should specify

 The origin

 The grid spacing

 The number of grid points

Furthermore, the orientation of the grid at the origin must be specified. This is 
defined as the angle between y-axis in the selected projection and the y-axis 
of the grid measured clockwise.

Note, the origin, z0dfs3, in the z-direction in the dfs3 file is determined as 
z0dfs3 = z0 + dz*(nz-1), where z0 is the user specified origin, dz is the grid 
spacing and nz in the number of grid points.

Layer number
The layer number(s) selected for the volume output refer to the vertical dis-
cretization specified on the Vertical mesh page. Here the layers are num-
bered 1 at the lowest layer and increase upwards. In case of a combined 
sigma-z level mesh only the elements containing water are saved in the out-
put. An example is shown in Figure 8.2.
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Figure 8.2 Example of layer numbers in volume output specification in case of 
combined sigma-z level mesh.

Cross section series

The cross section is defined by defining a polyline in the horizontal domain. 
The polyline is given by a number of geo-referenced points which together 
make up a polyline. A minimum of two points is required. The polyline is com-
posed of a sequence of line segments. The line segments are straight lines 
between two successive points. The geographical coordinates are taken from 
the dialog or from a file. The file format is an ascii file with three space sepa-
rated items for each of the two points on separate lines. The first two items 
must be floats (real numbers) for the x- and y-coordinate. The third item is 
unused (but must be specified). The polyline (cross section) in the numerical 
calculations is defined as a section of element faces. The face is included in 
the section when the line between the two element centres of the faces 
crosses one of the line segments. The faces defining the cross section are 
listed in the log-file.

You must also select the map projection (Long/Lat, UTM-32, etc.) in which 
you want to specify the horizontal location of the points. 

Domain series

The domain for which mass budget should be calculated is specified as a pol-
ygon in the horizontal domain. The closed region is bounded by a number of 
line segments. You must specify the coordinates of the vertex points of the 
polygon. Two successive points are the endpoints of a line that is a side of the 
polygon. The first and final point is joined by a line segment that closes the 
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polygon. The geographical coordinates of the polygon points are taken from 
the dialog or from a file. The file format is an ascii file with three-space sepa-
rated items for each of the two points on separate lines. The first two items 
must be floats (real numbers) for the x- and y-coordinate.  The third item is 
unused (but must be specified).

You must also select the map projection (Long/Lat, UTM-32, etc.) in which 
you want to specify the horizontal location of the points. 

8.9.3 Output items

2D (horizontal)

You can select basic output variables and additional output variables. 

The basic variables are 

 Bed thickness (for each layer)

 Bed load, x-component 

 Bed load, y-component 

 Suspended load, x-component 

 Suspended load, y-component 

 Total load, x-direction 

 Total load, y-direction 

 Rate of bed level change

 Bed level change

 Bed level

The bed thickness is only available in case of varying layer thickness.

The additional variables are 

 Bed load, magnitude 

 Bed load, direction 

 Suspended load, magnitude 

 Suspended load, direction 

 Total load, magnitude 

 Total load, direction

 Acc. bed load, x-component 

 Acc. bed load, y-component 

 Acc. suspended load, x-component

 Acc. suspended load, y-component
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 Acc. total load, x-component 

 Acc. total load, y-component 

 Acc. total load, x-component (for each fraction)

 Acc. total load, y-component (for each fraction)

 Surface elevation

 Still water depth 

 Total water depth 

 Depth averaged U-velocity 

 Depth averaged V-velocity 

Only relevant variables are available depending on the model type (see 
Model Definition p.111).

Transport loads are output in solid volumes and do not include speed-up fac-
tor or porosity. 

Load directions are defined positive clockwise from true North (going 
towards). 

3D

You can select basic output variables and additional output variables.

The basic variables are

 SSC - suspended sediment concentration (for each fraction)

The additional variables are

 Velocity components

 CFL number

Mass Budget

You can select the mass budget calculation to be included for the flow and for 
the suspended sediment fraction. 

For each component the following items are included in the output file

 Total area - total volume/mass within polygon

 Wet area - volume/mass in the area within polygon for which the water 
depth is larger than the drying depth.

 Real wet area - volume/mass in the area within polygon for which the 
water depth is larger than the wetting depth
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 Dry area - volume/mass in the area within polygon for which the water 
depth is less than the drying depth

 Transport - accumulated volume/mass transported over lateral limits of 
polygon

 Source - accumulated volume/mass added/removed by sources within 
polygon

 Process - accumulated volume/mass added/removed by  processes 
within polygon

 Error - accumulated volume/mass error within polygon determined as the 
difference between the total mass change and the accumulated mass 
due to transport, sources and processes

The accumulated volume/mass error contains the contribution due to correc-
tion of the transported component when the values become larger than the 
specified maximum value or lower than the specified minimum value. For the 
water volume the minimum value is 0, while there is no upper limit. For the 
suspended sediment concentration the minimum value is 0, while the maxi-
mum value is specified on the Model Definition Dialog. 

Discharge

You can select the discharge calculation to be included for the flow and for 
the suspended sediment load. The discharge of the suspended sediment 
load is calculated using the general transport equations and does NOT con-
sider the Speedup factor.

You can select between two types of output items:

 Basic

 Extended

The basic output items are as follows:

 Discharge - volume/mass flux through the cross section

 Acc. discharge - accumulated volume/mass flux through the cross sec-
tion

The extended output items that are included in the output file in addition to 
the basic output items are as follows:

 Positive discharge

 Accumulated positive discharge

 Negative discharge

 Accumulated negative discharge
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By definition, discharge is positive for flow towards left when positioned at the 
first point and looking forward along the cross-section line. The transports are 
always integrated over the entire water depth. The discharge rates are given 
in solid volumes.
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9 MORPHOLOGY MODULE

If the morphological changes within the area of interest are expected to be 
comparable to the water depth in certain areas then it is necessary to take the 
morphological impact on the hydrodynamics into consideration. Typical areas 
where this is necessary are shallow areas where long term effects are being 
considered or dredging/dumping sites in shallow areas.

9.1 General Description

The morphological development is included by updating the bathymetry for 
every time step with the net sedimentation. This ensures a stable evolution of 
the bed that will not destabilise the hydrodynamic simulation.

(9.1)

where:

Speedup factor
The morphological update also offers to speed-up the morphological evolu-
tion in the following way.

(9.2)

In which Speedup is a dimensionless speed-up factor. Note that the amount 
of suspended sediment is not affected by this. Only the bed is affected.

The layer thickness is updated in the same way. 

9.2 Model Definition

To ensure a stable update of the bed you may introduce a limiting bed level 
change rate.

You may choose to exclude the morphological development of the bed by de-
activating the feedback on the hydrodynamic, wave and sand transport calcu-
lation. Thus the calculated values will be based on the initial bed level 
thoughout the entire simulation.

Zn Bathymetry level at present timestep

Zn+1 Bathymetry level at next timestep

z Net sedimentation at present timestep

n Timestep

Zn 1+ Zn z n+=

Zn 1+ Zn z n Speedup+=
Powering Water Decisions 133



MORPHOLOGY MODULE
You may speed-up the update of the bed by the Speedup factor. However, 
specifying a large speedup factor may destabilize the hydrodynamic solution 
by generation of internal waves during the update.

You can specify the speedup factor in three ways:

 Constant

 Constant in time, varying in domain

 Varying in time and domain

For the cases with values varying in domain you have to prepare a data file 
containing the speed-up factor before you setup the simulation. The file must 
be a 2D unstructured data file (dfsu) or a 2D grid data file (dfs2). The area in 
the data file must cover the model area. If a dfsu-file is used, a piecewise con-
stant interpolation is used to map the data. If a dfs2-file is used, a bilinear 
interpolation is used to map the data.

In case the speedup factor is defined as constant in time, the first time step in 
the speedup factor file is applied. 
In case the speedup factor is defined as varying in time, the data must cover 
the complete simulation period. The time step of the input data file does not, 
however, have to be the same as the time step of the simulation. A linear 
interpolation will be applied if the time steps differ. 

You can specify a soft start interval during which the speedup factor is 
increased linearly from 1 to the specified value of the speedup factor. Soft 
start will only be applied to values larger than 1. By default the soft start inter-
val is zero (no soft start).

9.2.1 Remarks and hints

Note that the layer thickness is always updated. This means the sand trans-
port rates may be affected in locations where the layer thickness varies 
around the value for the threshold thickness during the simulation.

If the bed level change within one time step exceeds the threshold thickness 
mass budget errors may be introduced.

For combined wave and current the values in a discharge output will consider 
the speedup factor and may be affected by the maximum limit of bed level 
change.

It is possible to limit the overall area for morphology by using a 'speedup 
map'. This can improve results for combined one-line/2D morphological mod-
elling but can also be used in normal 2D morphological modelling (i.e. without 
using the Shoreline Morphology module).
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9.3 Time Parameter

The morphological update is activated at a Start time step relative to the start 
of the simulation specified on the Time dialog.

Once the morphological update is activated the bathymetry is updated for 
every overall time step specified on the Time dialog.

9.4 Slope Failure

It is possible to include the effect of slope failure on the morphological update 
of the bathymetry. 

The slope failure mechanism can be defined in one of five ways:

 No slope failure

 Simple bank erosion

 Extended bank erosion

 General slope failure

 General slope failure incl. dry elements

The slope failure mechanism will come into effect if the local bed slope 
becomes steeper than a specified angle of repose.

9.4.1 Angle of repose

The format of the angle of repose can be specified as 

 Constant. 
The angle of repose is constant over the entire model area.

 Varying in domain. 
The angle of repose varies over the model area.

For the case with values varying in domain you have to prepare a data file 
containing the angle of repose before you set up the morphological simula-
tion. The file must be a 2D unstructured data file  (dfsu) or a 2D data grid file 
(dfs2). The area in the data file must cover the model area. If a dfsu-file is 
used piecewise, constant interpolation is used to map the data. If a dfs2-file is 
used, bilinear interpolation is used to map the data.

9.4.2 General description

The chosen type of slope failure determines which elements that are checked 
for slope failure.
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If Simple bank erosion is selected, the slope failure is checked for real wet 
elements next to a dry element.

If Extended bank erosion is selected, the slope failure is checked for real wet 
elements or not real wet elements next to a dry element.

If General slope failure is selected, the slope failure is checked for all ele-
ments that are not totally dry, disregarding the neighbouring elements.

If General slope failure incl. dry elements is selected, the slope failure is 
checked for all elements in the domain.

Note that the inclusion of slope failure will increase the computation time. 

9.5 Boundary Conditions

Boundary conditions must be defined for the morphological update in addition 
to the Boundary Conditions given for the sediment transport rates.

Initially, the set-up editor scans the mesh file for boundary codes (sections), 
displays the recognized codes and suggest a default name for each.You can 
re-name these names to more meningful names in the Domain dialog.

Depending on the choice of property page you can get a geographic view or a 
list view of the boundaries.

The specification of the individual boundary information for each code (sec-
tion) and each component is made subsequently. From the list view you can 
go to the dialog for specification by clicking the “Go to..” button.

9.5.1 Boundary specification

You can choose between the following three boundary types:

 Land

 Zero sediment flux gradient

 Zero sediment flux gradient for outflow, zero bed change for inflow

9.6 Bed Level Sources

You can add/remove sediment in the domain by applying a bed level source. 
A bed level source can specify an extra bed level change besides the calcu-
lated morphological changes. By this it is possible to account for e.g. sand 
bypass by harbours (using pumps) or additional sand into the model from 
river outlets. A bed level source can also be used for limiting the bed level 
accretion in certain areas by automatic dredging and optional redistribution of 
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the dredged material. The sediment volume deficit will be included in the sed-
iment budget.

You create a new source by clicking on the "New source" button. By selecting 
a source in the source list and clicking on the "Delete source" you can 
remove this source. For each source you can specify the name of the source 
and whether the source should be active or not. The specification of detailed 
information for each source is made subsequently. From the list view page 
you can go to the dialog for specification by clicking on the “Go to ..” button or 
by selecting a source from the source list and clicking on the “Edit source” 
button.

9.6.1 Bed level source specification

You can define the source in one of two different ways:

 Standard

 Dredging

Depending on the type of source you need to specify an additional rate of bed 
level change or to specify a maximum allowed bed level together with a 
description of what to do with the excess material that may be removed from 
some elements.

Standard

A standard source is used to specify an additional rate of bed level change in 
the domain. The data can be specified as:

 Constant (in time and domain)

 Constant in time, varying in domain

 Varying in time and domain

If the bed level source is specified by a constant additional rate of bed level 
change you have to specify the additional rate directly.

For the case with constant in time but varying in domain you have to prepare 
a data file containing the additional rate of bed level change. The file must be 
a 2D unstructured data file  (dfsu) or a 2D grid data file (dfs2). The area in the 
data file must cover the model area. If a dfsu-file is used piecewise constant 
interpolation is used to map the data. If a dfs2-file is used bilinear interpola-
tion is used to map the data. 

For the case with varying in time and domain you have to prepare a data file 
containing the additional rate of bed level change. The file must be a 2D 
unstructured data file  (dfsu) or a 2D grid data file (dfs2). The area in the data 
file must cover the model area. If a dfsu-file is used piecewise constant inter-
polation is used to map the data. If a dfs2-file is used bilinear interpolation is 
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used to map the data. The data must cover the complete simulation period. 
The time step of the input data file does not, however, have to be the same as 
the time step of the hydrodynamic simulation. A linear interpolation will be 
applied if the time steps differ.

Dredging

A dredging source can be used to control the maximum bed level in the 
domain area. By specifying the maximum allowed bed level in each element, 
the model will automatically remove the excess volume. The removed excess 
volume can be discarded or redistributed in the domain using a distribution 
map.

Maximum allowed bed level
The maximum allowed bed level can be specified as 

 Constant (in time and domain)

 Constant in time, varying in domain

 Varying in time and domain

If the maximum allowed bed level is specified by a constant the value is spec-
ified directly.

For the case with constant in time but varying in domain you have to prepare 
a data file containing the maximum allowed bed level. The file must be a 2D 
unstructured data file  (dfsu) or a 2D grid data file (dfs2). The area in the data 
file must cover the model area. If a dfsu-file is used piecewise constant inter-
polation is used to map the data. If a dfs2-file is used bilinear interpolation is 
used to map the data. 

For the case with varying in time and domain you have to prepare a data file 
containing the maximum allowed bed level. The file must be a 2D unstruc-
tured data file  (dfsu) or a 2D grid data file (dfs2). The area in the data file 
must cover the model area. If a dfsu-file is used piecewise constant interpola-
tion is used to map the data. If a dfs2-file is used bilinear interpolation is used 
to map the data. The data must cover the complete simulation period. The 
time step of the input data file does not, however, have to be the same as the 
time step of the hydrodynamic simulation. A linear interpolation will be 
applied if the time steps differ.

Distribution factor
By specifying a distribution map you can redistribute the removed excess vol-
ume from the bed level source to other places in the domain. The resulting 
amount of material in each element is controlled by a distribution factor. The 
distribution factor can be specified in three ways:

 Constant (in time and domain)

 Constant in time, varying in domain
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 Varying in time and domain

If the distribution factor is specified by a constant the value is specified 
directly.

For the case with constant in time but varying in domain you have to prepare 
a data file containing the distribution factor. The file must be a 2D unstruc-
tured data file (dfsu) or a 2D grid data file (dfs2). The area in the data file must 
cover the model area. If a dfsu-file is used piecewise constant interpolation is 
used to map the data. If a dfs2-file is used bilinear interpolation is used to 
map the data.

For the case with varying in time and domain you have to prepare a data file 
containing the distribution factor. The file must be a 2D unstructured data file  
(dfsu) or a 2D grid data file (dfs2). The area in the data file must cover the 
model area. If a dfsu-file is used piecewise constant interpolation is used to 
map the data. If a dfs2-file is used bilinear interpolation is used to map the 
data. The data must cover the complete simulation period. The time step of 
the input data file does not, however, have to be the same as the time step of 
the hydrodynamic simulation. A linear interpolation will be applied if the time 
steps differ.

NOTE: The distribution factors within the distribution map do not need to sum 
up to 1 (or 100). The total excess volume of sediment is redistributed in the 
domain according to a weighted distribution factor in each element.
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