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PLEASE NOTE

A

This document refers to proprietary computer software which is pro-
tected by copyright. All rights are reserved. Copying or other repro-
duction of this manual or the related programs is prohibited without
prior written consent of DHI A/S (hereinafter referred to as “DHI”).
For details please refer to your 'DHI Software Licence Agreement'.

The liability of DHI is limited as specified in your DHI Software
Licence Agreement:

In no event shall DHI or its representatives (agents and suppliers)
be liable for any damages whatsoever including, without limitation,
special, indirect, incidental or consequential damages or damages
for loss of business profits or savings, business interruption, loss of
business information or other pecuniary loss arising in connection
with the Agreement, e.g. out of Licensee's use of or the inability to
use the Software, even if DHI has been advised of the possibility of
such damages.

This limitation shall apply to claims of personal injury to the extent
permitted by law. Some jurisdictions do not allow the exclusion or
limitation of liability for consequential, special, indirect, incidental

damages and, accordingly, some portions of these limitations may

not apply.

Notwithstanding the above, DHI's total liability (whether in contract,
tort, including negligence, or otherwise) under or in connection with
the Agreement shall in aggregate during the term not exceed the
lesser of EUR 10.000 or the fees paid by Licensee under the Agree-
ment during the 12 months' period previous to the event giving rise
to a claim.

Licensee acknowledge that the liability limitations and exclusions
set out in the Agreement reflect the allocation of risk negotiated and
agreed by the parties and that DHI would not enter into the Agree-
ment without these limitations and exclusions on its liability. These
limitations and exclusions will apply notwithstanding any failure of
essential purpose of any limited remedy.
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Manual Format )

1 HD Reference Manual

This manual should be used when undertaking hydrodynamic (HD) model
applications. It provides a description of aspects which are encountered dur-
ing the development, calibration and application of an HD model. Detailed
technical descriptions of the solution scheme, treatment of structures and
other aspects are given in Appendix A Appendix (p. 397). The manual should
be used in conjunction with the MIKE 11 User Guide.

Some of the features available in the HD module have been developed in
cooperation with CTI Engineering, CO., Ltd., Japan. Amongst these are; Tab-
ulated structures, Honma's weir formula, bridges (D’Aubuisson and sub-
merged bridge), Routing along channels, Outflow from Dams/retarding
basins and the Steady flow with vegetation.

1.1 Manual Format

All descriptions in this Chapter are under headings presented in alphabetical
order. A list of headings for this Chapter is given below
e A General Description (p. 18)

o Bed Resistance (p. 18)

e Boundary Conditions (p. 30)

e Bridges (p. 31)

e Broad crested Weir (p. 63)

o Coefficients, HD default parameters (p. 63)

e Computational Grid (p. 65)

e Control Structures (p. 67)

e Cross-Sections (p. 75)

o Closed Cross sections, Modelling the Pressurised flow (p. 78)
o Culverts, Q-h Relations Calculation (p. 81)

o Dambreak Structure (p. 87)

e Energy Loss (p. 98)

e Flood control facilities (p. 102)

e Flood plain Encroachment calculations (p. 709)

e Flood Plains (p. 115)

o Flow Descriptions (p. 118)

o Initial Conditions (p. 7120)

o Kinematic Routing Method (p. 7120)

e Lateral Inflows (p. 125)
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e Leakage (p. 125)

e Pumps (p. 127)

e Quasi-Steady Solution (p. 7129)

e Quasi-two dimensional steady flow with vegetation (p. 133)
o Regulating Structures (p. 156)

e Saint Venant Equations (p. 159)

e Solution Scheme (p. 160)

e  Special Weir (p. 160)

o Stability Conditions (p. 161)

o Steady State Energy Equation (p. 162)
e  Supercritical Flow (p. 171)

o Supercritical Flow in Structures (p. 173)
o Tabulated structures (p. 176)

e Time Stepping (p. 177)

e User Defined Structure (p. 179)

e  Weir Formula (p. 180)

e Wind (p. 182)

o References (p. 183)

1.2 A General Description

The MIKE 11 hydrodynamic module (HD) uses an implicit, finite difference
scheme for the computation of unsteady flows in rivers and estuaries.

The module can describe sub-critical as well as super critical flow conditions
through a numerical scheme which adapts according to the local flow condi-
tions (in time and space).

Advanced computational modules are included for description of flow over
hydraulic structures, including possibilities to describe structure operation.

The formulations can be applied to looped networks and quasi two-dimen-
sional flow simulation on flood plains.

The computational scheme is applicable for vertically homogeneous flow con-
ditions extending from steep river flows to tidal influenced estuaries. The sys-
tem has been used in numerous engineering studies around the world.

1.3 Bed Resistance

MIKE 11 allows for two different types of bed resistance descriptions:

18 MIKE 11 - © DHI A/S



1.3.1

A

1. Chezy
2. Manning
3. Darcy-Weisbach

The description is set in the Hydrodynamic Parameters Editor under the Bed
Resistance tab.

Chezy and Manning

For the Chezy description, the bed resistance term in the momentum equa-
tion is described as:

QlQ
C’AR

Q

(1.1)

Where,

Q is discharge

A is flow area

R is the resistance or hydraulic radius
For the Manning description, the term is:

A (12)
M AR
The Manning number, M, is equivalent to the Strickler coefficient. Its inverse
is the more conventional Manning's n. The value of n is typically in the range
0.01 (smooth channel) to 0.10 (thickly vegetated channel). The correspond-
ing values for M are from 100 to 10.

The Chezy coefficient is related to Manning's n by (/7/):

=) e
N—

R

C=—=MR 1.3
- (1.3)

Values for the resistance numbers, C, M or n, should be determined through
model calibration where possible, or based on other calibrated models with
similar topographic characteristics. A rough guide to values of Manning's n
can be found in most publications dealing with open channel hydraulics (e.g.
16/).

The difference between the Chezy and Manning descriptions is the power of
R. The Manning description gives a formulation where the value of M can, in



general, be considered as independent of the depth of water, while for the
Chezy formulation the value of C varies with depth (as implied by Equation
(1.3)). If the user feels it is appropriate the Chezy or Manning coefficient can
be defined manually as a function of the depth using the resistance factor (in
the Cross Section Editor), see Resistance Factor below.

R is calculated using either a Resistance Radius (R-) or a Hydraulic Radius
(Ry) formulation as specified by the user in the cross section editor. The
default formulation for R may be set individually for each cross section. The
formulations for R- and Ry, are discussed further on.

formulation should not be directly transferred to a model using the R, formu-
lation, or vice versa. It is, therefore, not recommended that a combination of
R+ and R;, be used for different cross-sections in a model setup, as this could
lead to different calibrated resistance numbers between similar reaches and
other problems.

8 The resistance numbers from a calibrated model which were based on a R-

If necessary the values of R in the processed cross-section data can be
entered manually.

1.3.2 Relative Resistance

The variation of resistance across a section can be defined by varying the rel-
ative resistance, r,, in the cross section editors raw data menu. The effect of
the relative resistance values on the hydraulic parameters in the processed
data is dependent on whether a R- or a R, formulation was specified. For
details, see Resistance Radius (p. 27) and Hydraulic Radius (p. 21) sections
below.

1.3.3 Resistance Factor

The variation of resistance with elevation is defined by varying the resistance
factor, ry, in the processed data editor. At the start of the computation, rris
multiplied by the resistance number, thus defining the resistance number as a
function of water surface elevation. In most cases rris set to 1.0 (the default)
at all elevations.

The effect of ryon the bed resistance term, t,, (see above) in the momentum
equation is dependent on whether the resistance number is defined as
Chezy, Manning M (Strickler) or Manning's n. In the case of Chezy and Strick-
ler, an increase in r; will cause a decrease in resistance, while for Manning's n
an increase in ry will increase the resistance.

The effect on 1, is not directly related to the square of rras may be implied by
the above equations because A and R will also vary as the bed resistance
changes.



Bed Resistance

A

1.3.4 Resistance Radius

The resistance radius is calculated as (/16/):

B 3

(.5
JR. = 2[y"db (1.4)
0

where, y is the local water depth, A is the cross sectional area and B is the
water width at the same elevation.

This formulation ensures that the Manning number is almost independent of
the water depth in the case of composite cross sections.

The effect of the relative resistance, r,, is included in the above formulation by
adjusting the physical area to give the effective flow area, A, as:

S AI
A= 3|7 (15)

where, Ng = Number of sub-sections which equals the number of x-z values
in the raw data less one.

Equation (1.4) now reads as:

B
A
JR. Aej b (1.6)
0

1.3.5 Hydraulic Radius

The hydraulic radius formulation is based on a parallel channel analysis
where the total conveyance, K, of the section at a given elevation is equal to
the sum of the conveyances of the parallel channels. The parallel channels of
a cross-section are defined as those parts of the cross-section where the rel-
ative resistance, r, remains constant.

Where, N is the number of parallel channels we have,

(1.7)

Powering Water Decisions 21



which may be expressed using Manning's n as:

2

2 2

3 N 3

AR, ARy,

—h— 7 h (1.8)
n ~ nr,

Setting A equal to either the effective flow area of the cross-section as given
by Equation (1.5) or the total flow area we have the general formula:

N 5/3 \\ 3
2/3
i rriPi

Rh: =1 A

where, P;is the wetted perimeter of the parallel channel. P; does not include
the interface between adjoining parallel channels, i.e. a zero shear interface
has been adopted.

Where the relative resistance is constant across the whole cross-section the

well-known form:

R, = (1.10)

Ti>

is used. Both hydraulic radius using effective flow area and hydraulic radius
using total flow area are offered as options in the cross section editor.

1.3.6 Resistance Radius vs Hydraulic Radius

The choice between R- or R}, should be based on (a) which appears to be the
most appropriate from a hydraulic aspect, and (b) which is normally used in
local practice so that conventional bed resistance numbers can be used with
confidence.

For a technical analysis Lundgren and Jonsson (1964), /12/ present a com-
parison of five different methods for determining the shear stress distribution
over the bed of a shallow channel.

To highlight the differences between R. and R, the following example is
used.Consider the cross-section illustrated in Figure 1.1

In the case of a constant relative resistance of 1.0 over the cross-section,
Table 1.1 gives the values of R~ and R, (Case 1), and their corresponding
conveyance, K, (defined here as AR?3) at selected water levels.



Bed Resistance

Elevation (m)

i
g

Figure 1.1 Cross-section for comparing R« and Ry,
Table 1.1 Conveyance calculations for R+ and R,
Elev Area R- K|  Rp(m) K|  Rp(m) K
(m) (m?) (m) Case 1 Case 2
100.0 0.0 0.00 0 0.00 0 0.00 0
103.0 101.7 2.19 171 1.89 155 1.89 155
106.0 306.3 4.41 824 3.27 675 3.27 675
106.1 344.6 3.85 846 0.89 319 2.98 714
107.0 697.1 2,95 1434 1.74 1009 2.62 1325
108.0 1104.8 3.46 2527 2.64 2110 3.18 2389
110.0, 1970.5 5.03 5780 4.36 5259 4.66 5498
113.0/ 3395.0 7.58 13100 6.75 12126 6.93 12340
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Figure 1.2 Plot of conveyance vs elevation

Comparison of the conveyance values, which are plotted in Figure 1.2, pro-
vide a guide to how the hydraulic capacity of the section varies with the water
level. The figure shows that:

1. R-allows a smooth transition in the conveyance of the channel as the
over bank region becomes flooded, while R, causes a sharp, incorrect
decrease in the conveyance;

2. the conveyance in the deep section is considerably greater for R = R..
This is because R- can over-estimate the conveyance for very deep and
narrow cross-sections as its formulation does not fully take into account
the friction from the cross-section sides as does the R, formulation.

The conveyance curve for the R, case can be improved by separating the
cross-section illustrated in Figure 1.1 into two parallel channels (main chan-
nel and over bank channel) separated by an apparent third channel of zero
width at a distance of 110 m along the x axis. This can be done by specifying
a change in relative resistance where the two parallel channels meet - which
in reality is the norm as the over bank channel typically would have a higher
resistance than the main channel. R, - Case 2 in Table 1.1 is in the case of a
r, of 1.1 specified for the channel of zero width, and r, of 1.0 elsewhere. (This
has the effect of splitting the section into three parallel channels with the con-
veyance of the middle channel being zero.) As can be seen in Figure 1.2 a
much improved conveyance -elevation relationship results.

In general, R-is suited to sections with significant variations in shape such as
over bank flow paths, while R, with no variation of r, (i.e. one parallel chan-
nel) is more appropriate for very deep and narrow uniform sections. For R,
where over bank flow paths occur adjustment of r, should be made to invoke
the parallel channel analysis facility as described above. For wide sections
with little variation in depth, R« and R), will not differ greatly.

In the cross section editors processed Data menu a conveyance column is
shown where the conveyance is defined as follows:



Bed Resistance

For Manning's number
K = rAR>’ (1.11)

where, ryis the resistance factor.

This is a useful facility to be able to check that the conveyance is increasing
with increasing height. The conveyance can also be plotted to check a
smooth representation.

1.3.7 Calculation of resistance using channel bank markers

Each cross section in MIKE 11 may be divided into a main channel plus one
or two flood plains. The latter may be achieved by the use of the markers indi-
cating the channel banks. The markers are defined by:

—  Marker 4: The left low flow bank.
—  Marker 5: The right low flow bank.

The markers are used for splitting the cross section into three parallel chan-
nels. Thus the reach of the left flood plain is given by markers 1 and 4, the
reach of the main channel is defined by markers 4 and 5 and finally the right
flood plain is defined through markers 5 and 3. The calculation of the hydrau-
lic parameters is carried out for each of the three channels. From these the
compound parameters for the cross section are found through:

Hydraulic radius/resistance radius
Using a parallel channel analysis the total conveyance may be expressed
through

Kcompound = Kleft fp + Kchannel + Kright fp (1 -12)

i.e. the compound conveyance is found as the sum of the conveyance of
three channels.

The conveyance of each channel is given by

2
K = ARy, (1.13)

where i = left fp, channel, right fp.

The compound hydraulic radius /resistance radius is then calculated through

K 3/2
R, = ( compound) ‘ (1 14)
h Atotal
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where the total area Ay, is determined by

Atotal = Aleft fp + Achannel + Aright fp*

1.3.8 Additional resistance due to vegetation

The dimensionless Darcy-Weisbach coefficient may be expressed through

2\ = 8_% (1.15)
C
Where g is the acceleration due to gravity and C is the Chezy coefficient

(m”/s).

Alternatively the dimensionless Darcy-Weisbach coefficient A may be
expressed as

1. -2 - log (——k—s——) (1.16)
Jh 10\14,84R

This through rearrangement reads

3 = 1 (1.17)

k. W2
(2 ' 1"*‘310(14 84R)

where k; is the resistance number and R the hydraulic radius for the cross
section in question.

The objective of the calculation method is to model the shear caused by the
velocity distribution between the main channel and the flood plains. This
shear is described through an equivalent Darcy-Weisbach coefficient. A coef-
ficient is determined for each side of the cross section. That is one coefficient
for the interaction between the left flood plain and the main channel and one
for the interaction between the right flood plain and the main channel. The
location of the flood plain/main channel interface is indicated by the markers
(4 and 5) in Figure 1.3.
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Bed Resistance

Figure 1.3 Interface between flood plain and main channel

Within each flood plain the vegetation may be taken into account. This is
done through a number of user defined parameters:

A, - The distance between vegetation elements in the flow direction
A, - The distance between vegetation elements in the transversal direction
D, - The diameter of a vegetation element

Further the individual vegetation elements give rise to a wake. This wake is
described through

AnL - The length at which the wake is fully developed
Ang - Half the width of the fully developed wake

The first of these must satisfy the equation

A An
0,03 = 0,9(___’!L__ (1 +M) (1.18)
CWooD V%—/2

where ¢, depends on the Reynolds number based on the vegetation ele-
ment

—0,168

Cuwoo = 3,07Re for Re < 800
Covew = 1 for 800 < Re < 8000 (1.19)
Coweo = 1,2 for Re > 8000

The Reynolds number here is defined by

_ oDy

A%

Re

(1.20)
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The variation of eq. (1.19) is shown below in Figure 1.4.

1 10 100 1000 10000 100000
Re

Figure 1.4  Non-dimensional constant as a function of Reynolds number

The velocity VT may be expressed using the Chezy formula

— (1.21)

which may be written in terms of the Darcy Weisbach as

2
AV
le = —T (1.22)
8gR
Substituting this in the previous equation gives
Ay 07 Ay 2g) 7
0,03 = 0,9( NL Al (1.23)
CwsD C’R

From this equation the length of the wake is to be determined. Unfortunately
the wake length depends on the Reynolds number which in turn is dependent
on the velocity in the section. This velocity may be estimated from the Chezy
formula

V, = CJRJI (1.24)
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With the gradient being user defined. The value ANB can subsequently be
determined from

Ang = O,24A,\,L0’59(CWOODI_.,)O’41 (1.25)

The quantity A is user defined and refers to the flood plain in question, see
Figure 1.5.

The next step is to determine the non-dimensional number

AcN33 AL 0,95
NL) +(ﬂ3) (1.26)

Q = (0,07A—X Ay

This number is determined for both the left and the right flood plain which is to
be used to determine the resistance at the interaction plane through

b 1,07
Lo log10[0,07(—m) Q} - < (1.27)
7 b, o

The quantity by, is the contributing width of the flood plain defined through

chy
B, = (1.28)
1(0,068exp(0,56¢+) —0,056)
with
cr = —3,27log,;, Q2 +2,85 (1.29)

With ¢ being non-dimensional and user defined: ¢ = 1.0 for subdivided chan-
nels and ¢ = 1.7 for trapezoidal profiles with vegetation at the levees. hT is
the height of the separation plane and thus a function of water level, see
Figure 1.5.



HD Reference Manual
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Figure 1.5 lllustration of calculation parameters

b is the contributive width of the main flow channel of one separation plane.
If there are two flood plains then the quantity is determined for the right and
the left at the same time through the set of equations

be = by +by, (1.30)
b///, Ay = b///, Y (1.31)

with the main flow channel width bF and the contributive widths of the left and
right separation planes. If only one flood plain is present then bF=blll.

The composite A is calculated as

_ MR hr gt hy Ay

A (1.32)
> Pithrthr,
In terms of the composite Chezy number this may be written
P. h h
T
C; C C
_ i Tl T,r (133)

1
c’ ZPU+ hr+hr,

Boundary Conditions

External boundary conditions are required at all model boundaries, i.e. all
upstream and downstream ends of model branches which are not connected
at a junction. The relationships applied at these limits can consist of:
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1. constant values of hor Q
time varying values of hor Q

3. arelationship between h and Q (e.g. a rating curve) (Should only be
used at downstream boundaries)

The relationships are required to close the system of equations to be solved
by the double sweep method, see section A.5 in Appendix A Appendix

(p. 391).

1.4.1 Resolution

If the resolution of the time varying boundaries is greater than the time step
used in the simulation intermediate values in the boundary condition are
determined by linear interpolation. Thus, if scanned data are available to
describe the boundary such as is often the case with tide levels to describe a
tidal cycle, some pre-processing of the data may be necessary to define a
smoother transition between known points, e.g. a spline interpolation.

1.4.2  Which Boundary Condition?

The choice of boundary condition depends on the physical situation being
simulated and the availability of data.

Typical upstream boundaries could be

e constant discharge from a reservoir
e adischarge hydrograph of a specific event

Typical downstream boundaries include:

o constant water level, e.g. in a large receiving water body
o time series of water level, e.g. tidal cycle
e areliable rating curve, e.g. from a gauging station

1.5 Bridges

MIKE 11 offers a number of approaches when modelling flow through
bridges. The approach to choose should be based on the assumptions for the
different methods and the requirements for the modelling.

The bridge modelling approaches can be divided into pure free flow methods
and methods which may be combined with submergence/overflow methods.
The pure free flow methods can be further sub-divided into methods for piers
and methods for arches.

The methods specially designed for piers are



Bridge Piers (Nagler) (p. 37): An orifice type of flow description with the
effect of the piers taken into account through an adjustment factor.

Bridge Piers (Yarnell) (p. 39): An equation derived from experiments for
normal flow conditions in the sub critical flow range. Again the effect of
piers is handled through the use of adjustment factors.

The free flow arch methods available are

Arch Bridges (Biery and Delleur) (p. 33): An orifice type of equation is
used to describe the discharge through the bridge. The equation is
derived under the assumption of a rectangular channel and is based on a
single span arch opening. Multiple arch openings are handled by a sim-
ple multiplication factor.

Arch Bridges (Hydraulics Research (HR) method) (p. 35): The HR
method is based on laboratory experiments of both single and multi
spanned arch bridges in rectangular channels. The method uses tables
describing the relation between the blockage ratio, the downstream
Froude number and the upstream water level.

The methods than can be combined with both submergence and overflow
methods are the following

Energy Equation (p. 40): A standard step method where a backwater
surface profile is determination is used to calculate the discharge
through the bridge. The method takes the contraction and expansion loss
for bridges of arbitrary shape into account. The method assumes sub-
critical flow and may default to critical flow for steep water surface gradi-
ents.

Federal Highway Administration (FHWA) WSPRO method (p. 43): The
FHWA WSPRO method is based on the solution of the energy equation.
Contraction loss is taken into account through the calculation of an effec-
tive flow length. Expansion losses are determined through the use of
numerous experimentally based tables. The method takes the effect of
eccentricity, skewness, wingwalls, embankment slope etc. into account
through the use of these tables.

US Bureau of Public Roads (USBPR) method (p. 54): The USBPR
method estimates free-surface flow assuming normal depth conditions.
the method is based on experiments and takes the effect of eccentricity,
skewness and piers into account.

The submergence methods available are

Pressure Flow, Federal Highway Administration method (p. 566): Two ori-
fice equation descriptions are used. One for situations when the orifice is
submerged downstream and modified equation for situations when only
the upstream part of the orifice is submerged.
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e MIKE 11 culvert: A standard MIKE 11 culvert description may be chosen
for submergence flow. The culvert to be used is specified by the user.
The culvert is only active if submergence occurs.

o Energy equation: The flow under the bridge is determined through a
standard backwater step method. The flow is assumed to be in the sub-
critical range and thus the method may default to critical flow. Both con-
traction and expansion loss is taken into account.

Overflow methods available are:

o Energy Equation: The flow over the bridge is determined through a
standard backwater step method. The flow is assumed to be in the sub-
critical range and thus the method may default to critical flow. Both con-
traction and expansion loss is taken into account.

o Road overflow, Federal Highway Administration method (p. 58): The
overflow is modelled using a weir equation taking tail water submergence
into account through the use of a submergence coefficient. The method
may be used for both gravel and paved surfaces.

o MIKE 11 weir: A standard MIKE 11 weir description may be chosen for
overflow. The weir to be used is specified by the user. The weir is only
active if overflow occurs.

Finally there are two additional bridge types which are not pre-processed
prior to the simulation. These bridge types form part of a separate module.

o Bridge Piers (D’Aubuisson) (p. 36): The discharge is determined based
on a momentum equation assuming no bed slope and that the friction
loss is negligible. The method can handle pure rectangular channel
descriptions but also gives the option of using cross sections of arbitrary
shape.

o Fully submerged bridges (p. 60): The fully submerged takes the drag of
the fully submerged bridge into account. Friction is neglected and the
bed is assumed horizontal through the bridge.

1.5.1 Arch Bridges (Biery and Delleur)

The Biery and Delleur method is specially designed for semi circular arch
bridges. It does not consider skewness, eccentricity, entrance rounding or
piers (/10/). The method is based on experiments carried out for a rectangular
channel.

The discharge, Q, through a semicircular arch in a rectangular channel is cal-
culated from:

Y o \2 Y o\
2= 0,7083CD(2g)”2YUS3/2b[1—0,1294(u_sr-_bm) _0,0177(£r-_m) (1.34)



where
C, Coefficient of discharge.
g Acceleration due to gravity.
Y, s Average water depth upstream of the bridge (= Area,s/Widths).
b Opening width of the arch.
rRadius of curvature.

Given that the discharge will decrease for high values of Y ¢ a limit corre-
sponding to the maximum discharge is setfor Y, .-

YLIS
us for — < 1,49555
Y, = r (1.35)

us-Lim
Yus
1,49555r for T >1,49555

Y

The upstream depth Y is taken as the average depth in the upstream cross
section. Upstream direction is based on the water level gradient. The coeffi-
cient of discharge Cp varies with the bridge opening ratio M and the down-
stream Froude number F . The default table in MIKE 11 is for a semicircular
arch models (/3/).

The downstream Froude number F is given by:

= Q Qys
s = 1.36
ds Ads gyd: ( )
Where
Q Discharge.

A, Total flow area of downstream cross section.

o4 Velocity coefficient in downstream cross section (see eq.
(1.55)).

g Acceleration due to gravity.

Y ,s Average depth in downstream cross section (= Areagys/Widthgg).
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The bridge opening ratio M is defined as the ratio between b and B:

M = (1.37)

WiT

Where
b Opening width of the arch (user defined).

B Surface width at upstream cross section.

Top of arch
curvature

Bottom of arch
urvature

N
I
T -._H us
y
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Figure 1.6 Hydraulic variables for Biery and Delleur and HR Arch Bridge.

The Biery and Delleur method assumes that the water surface is free i.e. sub-
mergence is not taken into account. If the bridge that is being modelled is
submerged or over topped an alternative modelling method should be cho-
sen.

1.5.2 Arch Bridges (Hydraulics Research (HR) method)

The Hydraulics Research method estimates the discharge through an arch
bridge by the use of a table describing the relation between the upstream
afflux, the blockage ratio and the Froude number. The upstream afflux is
defined as the increase in water level from normal depth caused by the
bridge. The afflux should theoretically be determined one bridge span
upstream of the bridge. Thus as a rule of thumb the upstream cross section
should be found one bridge span upstream the bridge opening. The default
table in MIKE 11 is valid for semicircular arch models (/3/).

HZS The afflux at the upstream cross section of the bridge.
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Y s Average depth of flow downstream the bridge (Areays/Widthgs).

b
J,s The upstream blockage ratio defined as J,; = —21,

bUS
b,,.» The user defined width of the arch.

b,s Upstream water surface width.
F 45 Froude number downstream of the bridge.

The upstream afflux is defined as:
* Q 2
Hus = hus - hds - (K—) Lus-ds (1.38)
d

Where:
h,s Water level at upstream cross section.
h,s Water level at downstream cross section.
Q Discharge.
K,s Conveyance in downstream cross section.

L .4 Distance from upstream to downstream cross section.

us-ds

MIKE 11 determines the discharge based on the upstream and downstream
water level. From the afflux and the upstream blockage ratio a Froude num-
ber can be determined through the use of the table expressing the relation
between afflux and Froude number. For fixed water levels the Froude number
depends solely on the discharge. Since the afflux depends on the discharge
an iterative process is needed. If the iterative process does not converge the
code defaults to critical discharge at the upstream cross section.

The hydraulic research method assumes that the water surface is free i.e.
submergence is not taken into account. If the bridge that is being modelled is
submerged or over topped an alternative modelling method should be cho-
sen.

1.5.3 Bridge Piers (D’Aubuisson)

Bridge piers may be implemented in MIKE 11 using D’Aubuisson’s formula
(/10/). The governing equations for bridge piers are derived under the
assumption that the bed slope is zero and the effect of the bed friction is neg-
ligible. Thus in order to minimise the errors introduced by these assumptions
the user should place the cross sections upstream and downstream close to
the bridge. Please note that this bridge type can only be implemented with a
special module.



Bridges )

The code provides two alternatives for the implementation of this formula:

1. Arectangular channel analysis is used if a positive value is entered for
the upstream width of the channel (see section Bridges in the User
Guide). D’Aubuisson’s formula for a rectangular channel reads

Q’ | |

1T z_[ 2 2,2 2 2 (1.39)
g C (bz_Wpiers) hl bz(h1+Ah)

Q discharge at the bridge piers.

H;  water level downstream of piers.

H,  water level upstream of piers.

C user defined constant determined by pier geometry.
by user defined channel width upstream of piers.

hy local water depth downstream of piers.

Wpiers total width of piers.

2. If a non-positive value is entered for the upstream width of the channel
(see section Bridges in the User Guide) a momentum equation is solved
which takes the effect of an arbitrary shape of the cross section into

account:
2
H-H =& 1 _L (1.40)
2 1 29| ~2 2 2
C(A - hIWpiers) A
where

A cross sectional area downstream of bridge piers.
A, cross sectional area upstream of bridge piers.

bridge piers is neglected. The criteria may be altered by setting the variable

H Note that if the Froude number is above the criteria of 0.6, the effect of the
BRIDGE_FROUDE_CRITERIA in the MIKE11.ini file.

1.5.4 Bridge Piers (Nagler)

The Nagler equation is experimentally based. The equation is applicable to
bridge piers with different pier shapes. The pier shape is taken into account
through a so-called coefficient of discharge which is found through a table
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based on the pier type. The equation is derived from free flow experiments

and is not accurate for high velocities (/7/).

Figure 1.7 Type of pier shapes.

The Nagler equation reads:

) = KNsz_g(Yds— 9\%) (hus‘ Pos B\%) )

where:
KnCoefficient of discharge.

6 Adjustment factor (default 0.3).

B Adjustment factor varies with the bridge opening ratio.

gAcceleration due to gravity.
Y4sDepth downstream of the bridge.
V,sVelocity upstream the bridge.

VysVelocity downstream the bridge.

h,sWater level in the upstream cross section.
hysWater level in the downstream cross section.

bThe total bridge opening width excluding the piers.

Squared Twrin cylinder 1
Semicircular Trrin cylinder 2
Triangular Lens-shaped

(1.41)

The coefficient of discharge Ky, varies with the bridge opening ratio M and the
pier shape. The adjustment factor  varies with the bridge opening ratio M
and the adjustment factor 6 can normally be taken as 0.3. The default tables

in MIKE 11 are after Yarnell and Nagler.

The bridge opening ratio M is defined as the ratio between the flow width in

the bridge and the flow width upstream of the bridge b/B.



A

bOpening width of the arch.
BOpening width at upstream cross section.

Eq. (1.41) can be rewritten as a polynomial of third degree in the discharge
squared. In case of multiple roots the smallest positive root is chosen as the
solution.

The structure area is defined as the arch width times the minimum water
depth upstream or downstream.

1.5.5 Bridge Piers (Yarnell)

Like the Nagler equation, the Yarnell equation considers different pier shapes
(see Figure 1.7). The pier shape is accounted for through the so-called pier
coefficient. The Yarnell equation is a pure experimentally based equation.
The equation assumes free flow. Thus if submergence and possible overtop-
ping is to be modelled an alternative method should be used.

The Yarnell equation reads:

hys—hgs = KYdstis(K+5thjs_0»6)(0‘+ 15a4) (1.42)
QZ
F2. = 1.43
o Aczi'szgyds ( )
b
oa=1-— (1.44)
Bys
where

KYarnell’s Piers shape Coefficient.
gAcceleration due to gravity.

Y4sDepth downstream the bridge.

F4sFroude number downstream the bridge.

o Channel contraction ratio.

AgsTotal flow area of downstream cross section.
bThe bridge opening width excluding the piers.
B,sThe width of the upstream cross section.

h,sWater level in the upstream cross section.



hgs  Water level in the downstream cross section.
The default tables for pier shape coefficient K are after Yarnell.

Eq. (1.42) may be re-written as a polynomial of second order in the Froude
number squared. If multiple positive roots are present the greatest discharge
is chosen.

The structure area is defined as the arch width times the minimum water
depth upstream or downstream.

1.5.6 Energy Equation

The energy equation may be used to determine the discharge and the back
water profile through the bridge. The energy equation takes friction loss and
contraction/expansion losses into account. The method requires four cross
sections (see Figure 1.8). River cross sections one and four are defined in
the cross-section editor. Bridge cross sections two and three are defined
through the bridge geometry in the network editor. Ideally the distance
between the bridge and the up- and downstream cross-sections should be of
the order b, where b is the bridge opening width. The latter is to ensure that
the streamlines are parallel at section one and section four.

The equation solved from section i to i-1 reads

hi_y+h =hi+h,+hg iyt heio (1.45)

v(i-1)
where:
h\Water level at cross-section i.

hyVelocity head at cross-section i.

hg i1 Friction losses between cross-section / and i-1.
hei.1)Expansion losses between cross-section i and i-1.

The velocity head is defined as

h o Q?

Y 2gA?

(1.46)



with the velocity distribution coefficient defined as

N
Y (ki/ap)
o = i:;(3—_/A3 (1.47)
a;r?’3
k= 1.48
i m, (1.48)
N
K=k (1.49)
i=1
N
A= Za, (1.50)
i=1
Where

QDischarge at the section.

o Velocity distribution coefficient.
kSubsection conveyance.
aSubsection area.

KTotal cross section conveyance.
ATotal cross section area.
rHydraulic radius.

nManning’s roughness coefficient.
NNumber of subsections.

Eq. (1.55) is based on a parallel channel analysis. Each parallel channel
being defined through subsections. A subsection is understood as segments
in series with a constant relative resistance. Further a sub-division may also
be achieved through the use of markers 4 and 5. Thus for a cross section
with constant relative resistance and no markers 4 or 5 the velocity coefficient
is unity.



Friction loss
The friction loss between cross-sections j and i-1 is calculated from:

L, @
heiicry = #11 (1.51)
"=

Where:
L;i.1The flow length in the approach reach.
KiThe conveyance for cross-section i.

Expansion/Contraction loss

Expansion/contraction losses are only considered from section 4 to section 3
and from section 2 to section 1. The expansion/contraction loss from section i
to section i-1 is expressed as

2 2
o,V _ai—lvi—l

1.52
29 29 (1.52)

he(i,i—l) =

where C is the contraction/expansion coefficient. This coefficient is non-
dimensional and is user defined with a value between 0 and 1. the default val-
ues are 0.3 for contraction and 0.5 for expansion indicating that the losses
due to expansion are typically larger than the losses due to contraction.

The solution method

The energy equation method assumes that the flow through the bridge is sub-
critical. Further the method is an iterative method. The bridges are pre-calcu-
lated based on a set of values for the water levels upstream and downstream.
Thus for each set of water level values a discharge is to be determined. The

algorithm for determining the discharge has the following steps:

1. Initial guess for the discharge.

2. Backwater calculation from section 4 to section 3.

3. Backwater calculation from section 3 to section 2 based on the result
from step 2.

4. Backwater calculation from section 2 to section 1 based on the result
from step 3.

5. The water level determined through step 4 is compared with the actual
water level at section 1.



1.5.7

A

6. Based on the comparison in step 5 the discharge is either modified and
the algorithm returns to step 2 or the algorithm terminates if the deviation

is within acceptable limits.

Throughout the calculation the results are compared with critical flow. If the
solution found is below critical water level or if one of the steps 2 - 4 do not
converge the code defaults to critical flow at that location. Further if the maxi-
mum number of iterations (default 50) is reached without obtaining a valid

solution the code defaults to critical flow at section one.

Federal Highway Administration (FHWA) WSPRO method

The computations of the Federal Highway Administration's WSPRO com-
puter program have been adapted for the calculation of free-surface flow.
Some modifications have been necessary in order to fit the MIKE 11 terminol-

ogy.

The method is based on a standard step method using the energy equation to
find the discharge and the backwater water surface profile through the bridge.
The method requires four cross sections (see Figure 1.8). River cross sec-
tions one and four are defined in the cross-section editor. Bridge cross sec-
tions two and three are defined through the bridge geometry in the network
editor. Ideally the distance between the bridge and the up- and downstream
cross-sections should be of the order b, where b is the bridge opening width.

1 d 2 3 4
-
B i
b |
|l |
IH—b;hl H—b—blI

Figure 1.8 Location of cross-sections.

The total energy equation between section one and four can be written:

h,+h, = hy+h,+h+h,

(1.53)
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where:
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hiWater level at cross-section 1.

hy4Velocity head at cross-section 1.

hsWater level at cross-section 4.

hysVelocity head at cross-section 4.

hsFriction losses between cross-section 1 and 4.

heExpansion losses between cross-section 3 and 4.

The velocity head is defined as

2
h, = 2Q 1.54
Y 2gA? (1:54)
with the velocity distribution coefficient defined as
N
> (ki/a?)
— =l 1.55
T Tk A (1:59)
r2/3
k; = i (1.56)
n;
N
K=Yk (1.57)
i=1
N
A=Y a (1.58)
i=1
Where

QDischarge at the section.

o Velocity distribution coefficient.
kSubsection conveyance.
aSubsection area.

KTotal cross section conveyance.
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ATotal cross section area.
rHydraulic radius.

nManning’s roughness coefficient.
NNumber of subsections.

Eq. (1.55) is based on a parallel channel analysis. Each parallel channel
being defined through subsections. A subsection is understood as segments
in series with a constant relative resistance. Further a sub-division may also
be achieved through the use of markers 4 and 5. Thus for a cross section
with constant relative resistance and no markers 4 or 5 the velocity coefficient
is unity.

Friction loss
Without spur dykes the friction loss between cross-sections 1 and 2 is calcu-
lated from:

L,,Q
i) = ;viz (1.59)
With spur dykes the friction loss between cross-sections 1 and 2 is aug-
mented with the friction along the dykes:
L,Q L,Q
By = -2+ 22 1.60
f(12) KK, KK, (1.60)

Where:
L,,The effective flow length in the approach reach (see below).
Lg,The spur dyke length.
KiThe conveyance for cross-section 1.
K,The conveyance for cross-section 2.

The friction loss from section 2 to 3 is given by

2
LwaterwayQ (1.61)

hf(23) = K, K,

Where:

L yaterway is the distance from section 2 to section 3.



K3The conveyance for cross-section 3.

Finally the friction loss from section 3 to section 4 is given by

h _ L34Q2
f(34) — K3K4

(1.62)

Where:
Ls4The flow length from section 3 to 4.
K,4The conveyance for cross-section 4.

Effective flow length

The effective flow length is determined based on the conveyance distribution.
The effective length is determined as the average length of 20 equal convey-
ance tubes. The conveyance is here taken as

B
K = J’M(H—z)S/3dx (1.63)
0

Eq. (1.63) is found by taking the limit of N parallel stream-tubes as N tends to
infinity

N N
lim 3" MAR}"” = Jlim S M(H - 2)Ax(H - 2))

N —
i=1 i=1

/3 (1.64)

Using eq. (1.63) for determining the conveyance has the advantage that the
locations of the equal conveyance tubes are well defined. Using eq. (1.63)
one can express the location of the first tube as

Xy

256 = [ M(H-2)>3dx (1.65)
0

which is to be solved for x4. For the second tube the equation to be solved is

X3
K _
i [ M(H=2z)%"3dx (1.66)

X

and so on for the remaining tubes.



A

The effective flow length is determined under the assumption that the water
level in section 1 and 2 are equal. The error made here is minimal since the
main contribution to the calculation of the effective flow length is the contrac-
tion width which typically does not vary strongly with the water level changes
considered here.

Definition sketches of the assumed streamlines are shown in Figure 1.9 and
Figure 1.10. The length of a stream tube depends on the location of the
upstream cross section. If the upstream distance is greater than the optimal
distance L, the length is calculated according to Figure 1.9. If the optimal
length is greater than the physical distance the stream tubes are assumed to
be located as sketched in Figure 1.10.

{ Upstream cross-gsection

319
= =3
i 5
. ss
. e
- =
L S5

54

53
w 52

51
e b

Figure 1.9 Definition sketch of assumed streamlines for low degrees of contrac-
tion.
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Earabola '/ Upstream cross-section
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Figure 1.10 Definition sketch of assumed streamlines for high degrees of contrac-

tion.

The optimum length is defined as:

- _b
Pt m(1-m')

where

m =1-b/B

e = %ln[(/\/?g—z—g)(—m—%—iﬂ—ln(s—a

€ =1+3+.62+2%

2

T tan2|:(l _ZEB)R}

Where:

b The total bridge opening width excluding the piers.

B The total width of the upstream cross section.

(1.67)

(1.68)

(1.69a)

(1.69Db)

(1.69c)
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A

Effective flow length:

(S, +321)} (1.70)

La 20{28

In case the optimal length is greater than the physical distance a parabola is
used to describe the stream tubes. Using a coordinate system as indicated in
Figure 1.17 and the equation used for the right hand side of the channel is
given by:

_ 1 .2 .2
= 55 —b) (1.71)
similarly the left hand side uses a parabola described by
1,2 ,2
- B _b 1.72
X = B (y' - b) (1.72)

Expansion loss

The contraction loss from section 1 to 2 is taken into account through the use
of an effective flow length as opposed to the physical distance from section 1
to section 2. No contraction or expansion loss is assumed from section 2 to 3.
It is further assumed implicitly that from section 3 to section 4 only expansion
takes place. If no expansion takes place the loss consists solely of the fiction
loss from section 3 to 4.

The expansion loss from section 3 to 4 is computed from:

e Ay Ap?
o = oz 28 oa= 265+ 5 | (1.73)
1
By = & (1.74)
1
o = = (1.75)
(k%/a)
p, = 22 (1.76)
K /A
K3/a
ay = Z(—zz—) (.77)
K /A
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Where:
CCoefficient of discharge
kSubsection conveyance k = Mar*”>
aSubsection area
KTotal cross section conveyance K = Zk
ATotal cross section area A = »'a

Egs. (1.76) and (1.77) are based on a parallel channel analysis. Each parallel
channel being defined through subsections. A subsection is understood as
segments in series with a constant relative resistance. Further a sub-division
may also be achieved through the use of markers 4 and 5. Thus for a cross
section with constant relative resistance and no markers 4 or 5 the velocity
coefficient is unity.

Coefficient of discharge

The coefficient of discharge is a function of the bridge geometry and flow
characteristics. Four main types of openings are defined Figure 1.11 to
Figure 1.14. For each opening type the coefficient of discharge, C is obtained
by a base coefficient C’ and a number of adjustment factors, k. The default
base coefficients and adjustment factors in MIKE 11 are obtained as
described by FHWA /9/.

The coefficient of discharge, C is given by:

C=C ke ky Ky Ko Ko Ki- KoKy kg (1.78)

Table 1.2 Adjustment factors

Adjustment factor Type | Tabular function of:

C' |Base coefficient All m, L/b and slope

kg |Froude number I Fy

k, |Corner rounding I m and r/b

k., | Wingwall I m, w/b and WW

k, |Average depth Il m, (Y,+Y,)/(2b) and slope
k, |Unwetted abutment 1] x/b, L/b and slope

ko |Wingwall [\ m, WW and slope

k. |Eccentricity Al [ K,/K,
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Table 1.2 Adjustment factors

k; |Piles All m and j

k; |Piers Al 'm,L/b andj
k, |Elliptical spur dike angularity Al |mand Ly;/b
ky, | Straight spur dike offset, Al |mand Ly/b,
k4 | Spur dike length Al |\mand L;/b
Where:

Powering Water Decisions

m Channel contraction ratio.

L Bridge waterway flow length (length from section2 to 3).
b Bridge opening width.

F; Froude number in downstream bridge section.
rRadius of corner rounding.

w Wingwall width.

WW Wingwall angle.

(Y,+Y,)/(2b) Average water level in bridge section.

x Unwetted abutment length.

K,/ K. <1 Ratio of conveyance of the approach section on each
side of the projected opening.

J = A,/ A; Portion of waterway blocked by piers/piles.
L, Spur dike length.

b, Spur dike offset.

The channel contraction ratio, m is given by:

g (1.79)

K, The conveyance of that part of section 1 where conveys dis-
charge can flow through the bridge opening without contraction.

K, The total conveyance for cross-section 1.
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Without wingwalls

With wingwalls

Figure 1.11  Definition sketch of type | opening, vertical embankments and vertical
abutments, with or without wingwalls (after Matthai).

[

Figure 1.12  Definition sketch of type Il opening, sloping embankments without wing-

walls (after Matthai).

Figure 1.13  Definition sketch of type Ill opening, sloping embankments and sloping
abutments (spillthrough) (after Matthai).
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Figure 1.14  Definition sketch of type IV opening, sloping embankments and vertical
abutments with wingwalls (after Matthai).

If the abutments are of different types a value of the coefficient of discharge is
obtained through a weighted average:

_ C.K, +CrKpg

C
K, +Kg

(1.80)

Where:
C, Coefficient of discharge for left abutment.
Cx Coefficient of discharge for right abutment.
K, Conveyance for left side.
K Conveyance for right side.

The solution method

The method assumes that the flow through the bridge is sub-critical. Further
the method is an iterative method. The bridges are pre-calculated based on a
set of values for the water levels upstream and downstream. Thus for each
set of water level values a discharge is to be determined. The algorithm for
determining the discharge has the following steps:

1. Initial guess for the discharge.

Backwater calculation from section 4 to section 3.

Backwater calculation from section 3 to section 2 based on the result
from step 2.

4. Backwater calculation from section 2 to section 1 based on the result
from step 3.

5.  The water level determined through step 4 is compared with the actual
water level at section 1.
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6. Based on the comparison in step 5 the discharge is either modified and
the algorithm returns to step 2 or the algorithm terminates if the deviation
is within acceptable limits.

Throughout the calculation the results are compared with critical flow. If the
solution found is below critical water level or if one of the steps 2 - 4 do not
converge the code defaults to critical flow at that location. Further if the maxi-
mum number of iterations (default 50) is reached without obtaining a valid
solution the code defaults to critical flow at section one.

1.5.8 US Bureau of Public Roads (USBPR) method

The USBPR method estimates*free-surface flow assuming normal depth con-
ditions. The maximum afflux H, at section 1 (see Figure 1.8) is here defined

by:

©_ et Vin (’f‘_Nz)z (ivzzﬁ

Hy = K25 +oc1[ A) - Al)}zg (1.81)
Where:

k" The backwater coefficient.

V\, Average velocity in bridge section at normal depth.
Ay, Cross section area at normal depth.

A, Cross section area at section 1.

A, Cross section area at section 4.

g Acceleration due to gravity.

o, Velocity distribution coefficient - Equation (1.55).

o, Velocity distribution coefficient for normal depth.

The velocity distribution coefficient, o, is a function of o, and the opening
ratio. The opening ratio defined by

M=1-b/B (1.82)

where b is the bridge opening width and B is the width of the upstream river
cross-section. In MIKE 11 the coefficient is computed from a user defined
table or the pre-computed default table.



The total backwater coefficient is given by:
K" = Kk + Akg + Aky + Ak, (1.83)

Where:
k;, Base coefficient. Tabular function of the opening ratio.

Ak Eccentricity coefficient. Tabular function of the opening ratio
and the eccentricity.

Akg Skewness coefficient. Tabular function of the opening ratio and
skewness angle ¢ .

Ak, Bridge pier coefficient. Tabular function of opening ratio, the
portion of waterway blocked by piers and pier type.

The eccentricity e is given by

o — Min(Quen Qo) ey
max( Qe Qright)

where Qet, Qrignt are the ratio of discharge of the approach section on each
side of the projected opening. The portion of the waterway blocked by piers is
user defined an should be understood as the ratio of the pier cross sectional
area to the cross sectional area of the waterway without the piers.

The coefficients are computed in MIKE 11 from user defined tables or from
the pre-computed default tables.

1.5.9 Multiple Waterway Opening

When working with multiple openings each opening is evaluated seperately.
Up- and downstream cross sections are reduced to the part found in between
the stagnation points. The stagnation points are the points in the cross sec-
tion where the flow splits up between the different water way openings. The
default stagnation points are evaluated strictly from a geometric point of view.
The default stagnation points are set so each sub cross section satisfies:

b

Bsub = b Btotal (1.85)
Total

Where:
By, Width of sub cross section.

b Bridge opening width from marker 1 to 3
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b4 Total width of all bridge openings.
B4 Total width of cross section from marker 1 to 3.

The user can set the stagnation points if desired.

1.5.10 Pressure Flow, Federal Highway Administration method

56

During significant contact of the water surface with the girders of the bridge
structure, free-surface flow cannot exist and pressure flow is etablised.

Fully Submerged Orifice flow
Discharge through the fully submerged bridge opening is computed by:

Qorifice = CpAs429(h,—hsy +h, —hy) (1.86)

Where:
AoFlow area in the bridge opening.
gAcceleration due to gravity.
hi{Water level in the upstream cross section.
hy1Velocity head at cross-section 1.
hsWater level in the downstream bridge section.

h#oThe friction loss from the upstream cross section to the
upstream bridge section.

CpDischarge coefficient (default 0.8).

The friction loss is expressed as

2

hf12 — LIZQt
K1K2

(1.87)

where the flow length is either the effective length or the physical length
depending on the free bridge modelling method. The discharge Q; is the total
discharge including possible overflow. The conveyance at sections 1 and 2
are calculated as defined in egs. (1.56)-(1.58).

The water level in sections 2 is given by

hy, = hy—hg, (1.88)
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and the water level at section 3 is obtained from solving the appropriate ver-
sion of the energy equation from section 4 to section 4.

Frrrrrrrrrrrrrs7: Bedleve|

Datum

Figure 1.15 Definition sketch for submerged orifice flow.

Orifice flow
If the water surface is only in contact with the bridge bottom on the upstream
side of the bridge the discharge is found through:

Q = CpA,29(Y,-Z/2+h,) (1.89)

Where:
Cp Discharge coefficient. Tabular function of Y,/Z.

The quantities are defined in Figure 1.16 note that the bed level is defined as
Bed Level = byysom—Z (1.90)

where by ,m is the bridge bottom level and Z = A, /B, .The quantity A,
being the area at the opening and B, is the width at the bridge bottom level.

Equation (1.89) may be rewritten as

N
Q= CDAzJZQ(h1—hf12+hv1—(bbottom—§) (1.91)

which is a form equivalent to equation (1.86). Note that the discharge coeffi-
cient in the two equations are different. To ensure a smooth transition from
free orifice flow to submerged orifice flow a linear transition is made on the
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discharge coefficient from free to submergence. That is for water levels below
the level b,,4.m—Z/2 the free submergence coefficient is used whereas as
the water level increases downstream and the orifice slowly becomes
drowned the coefficient changes continuously into the fully submerged value.
Further to avoid an abrupt change in the solution when the downstream water
level reaches the bottom of the bridge the orifice equation is modified as

Q= CDA2«/29(hI —hpy + hyy = hs) (1.92)
where the modified downstream water level I::3 is given by

hy = min (hs, bygstom—Z/2) (1.93)

&h

2

FFFITIFFFFIFFIFFFIFFFFIFTFFF Bed level FFFFFFFFFFFFF.

b4

Datum -

Figure 1.16  Definition sketch for orifice flow.

Road overflow, Federal Highway Administration method

When the water surface elevation exceeds the top bridge level the top part of
the bridge is assumed to function as a weir. The discharge for the overflow
part is computed using a weir formula:

Where:

H Total head for weir flow with respect to bridge top level (see
Figure 1.17).
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k;Adjustment factor due to possible submergence from down-
stream water level. Tabular function of tail water level h, and total
head H.

C;Coefficient of free discharge. Tabular function of water depth on
the structure hg, the crest length in the flow direction Lz and the
total head H.

By, Width of overflow part.

The submergence adjustment factor k; depends on the ratio of minimum ele-
vation along the top of the embankment h;, to the total head for weir flow H.

The total head for weir flow is given by:

(1.95)

h, Water level at cross section 1.

h,, Velocity head at cross-section 1.

L,, Distance between section 1 and section 2.

Qr,; Total discharge including under flow through the bridge.
K, Conveyance for cross-section 1.

h Crest level.

weir
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Figure 1.17  Definition sketch for road overflow.

1.5.12 Fully submerged bridges

As in the case of bridge piers there are two alternatives for the implementa-
tion of submerged bridges. Either the effect of the bridge is determined from a
rectangular channel analysis or a momentum equation is solved which takes
the effect of an arbitrary shape of the cross section into account.

As for the bridge piers the governing equations for a submerged bridge are
derived under the assumption that the bed slope is zero and the effect of the
bed friction is negligible. Thus in order to minimise the errors introduced by
these assumptions the user should place the cross sections upstream and
downstream close to the bridge.

The latter is used if a non-positive value for the channel width is entered (see
Fully Submerged Bridge in the User Guide).

1. For a rectangular channel the momentum equation for a submerged
bridge reads:

X1 l) 1 2,2 1 Q’

=|——-—|+:9B(h\-hy) = __—23bridgecl (1.96)
B (hl h 2 2(A| - abridge)

where

Q discharge.



A cross sectional area.
B user defined surface width.
h local water depth.

8pridge Cross sectional area of submerged bridge.

Cp drag coefficient.

1,2

indices referring to down-/upstream values respectively.

The terms on the left hand side of eq. (1.96) are the momentum terms
and the force exerted by the pressure in the fluid the term on the right is
the drag of the submerged bridge.

Eq. (1.96) is derived under the assumption of a rectangular channel,

though the expression is easily modified to take the effect of non-rectan-
gular channels into account. After this modification the momentum equa-

tion reads:

1

B B
k1) - ol )

QZ

2 CDabridge (1.97)
- abridge)

2(A,

For both eq.(1.96) and (1.97) a modification is applied for situations where
the cross sectional area of the bridge is of the same order as the downstream
cross sectional area. In such cases the drag will become very large causing
among other things numerical problems. This is overcome by applying a sup-

pression of the drag force for small

values of A4. The suppression is given by

Al
0 for 0 < <1,1
abridge
A A
SUPPgrag = 1 10—— — 11 for 1,1 < ——<1,2 (1.98)
abridge abridge
Al
1 for 1,2 <
abridge
This suppression is applied to the drag force so that it is given by
1 Q
*SUderagz QCDabridge (1.99)
(Al - suppdragabridge)

The reason for including the suppression factor also in the denominator is to
avoid the singularity at Aj=ay,iqge- Please note that this suppression is



included only so that the simulation can continue at low flow conditions where
it is very unlikely that the bridge is submerged i.e. the full equation is unphys-
ical.

For both types of bridges the governing equation can be rearranged so that
the discharge is a function of the water level up- and downstream respec-
tively i.e.

Q = f(H,, H,) (1.100)

The coefficients (o,B,y,0) in the numerical scheme are found by Taylor
expanding eq. (1.100).

A bridge may generate steep gradients on the water level which may cause
numerical instabilities. Therefore it is recommended to increase the parame-
ter delta from its default setting of 0.5. This will have a dissipating effect on
the solution thus smoothing out possible numerical wiggles caused by the
bridge. If this shifting of the time centering is not applied a reduction of the
time step may be necessary. An increase in the number of iterations at each
time step may also be required if a forward centering in time is not applied.

Further even though eq. (1.100) gives a well defined expression for the dis-
charge as a function of the up- and downstream water levels the expression
does not secure an unambiguous expression for say the upstream water level
as a function of the downstream water level and the discharge. In other words
for a given value of the discharge and the downstream water level multiple
solutions for the upstream water level may exist (this is an inherent feature of
the non-linear equations governing the flow through the bridge). Thus in a
dynamic solution one may encounter situations where one of the alternative
solutions occur. A possible way of overcoming this is to decrease the time
step.

submerged bridge is neglected. The criteria may be altered by setting the var-

Note that if the Froude number is above the criteria of 0.6, the effect of the
ﬂ iable BRIDGE_FROUDE_CRITERIA in the MIKE11.ini file.

1.5.13 Trouble shooting for bridge structures

During the simulation the discharge through a bridge is determined from a
pre-calculated table (except when using Fully submerged bridge and Bridge
piers (D’Aubuisson’s formula)). Each value in the table is found by an itera-
tion process. Using a pre-calculated table decreases the calculation time.

Instability
For bridge structures a number of factors can result in instabilities.

Time step: In most cases it is helpful to decrease the MIKE 11 time step.
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Delta: Delta is a default value in the HD editor. Increasing delta reduces insta-
bilities. The delta value controls the time centering in the scheme.

Bridge preprocessing: To speed up simulations the bridges are preproc-
essed initially at simulation start. The generated H-Q-H tables are saved into
files named using the bridge ID. In the present version the files are exported
in the dfs2 format which can be readily viewed using standard tools within
MIKE Zero. It is recommended to evaluate these files for consistency. Note
that non-smooth H-Q-H surfaces may be caused by abrupt changes in bed
friction or geometry. Further consult MIKE11.ini for further capabilities with
regards to bridge preprocessing.

Results

‘Curtains’: ‘Curtains’ in the result curve may be a result of the pre-calculated
table. Increasing the resolution in the pre-calculated table will generally
decrease the ‘curtain’ size. BRIDGE_TABLE_GRID_UPSTREAM and
BRIDGE_TABLE_GRID_DOWNSTREAM in MIKE11.ini may be used to
specify a different resolution for the water levels used for the pre-calculated
tables. The default value is 0.1 meters. The value is given in meters.

1.6 Broad crested Weir

The standard formulations for flow over a broad crested weir are established
automatically by the program on the basis of the weir geometry and the user
specified head loss and calibration coefficients. These formulations assume a
hydrostatic pressure distribution on the weir crests. Different algorithms are
used for drowned flow and free overflow, with an automatic switching
between the two, as described in the section A.10 Structures (p. 435).

1.7  Coefficients, HD default parameters

ALPHA Coefficient
This is the velocity distribution coefficient used in the momentum equation,
see section 1.30 Saint Venant Equations (p. 159). The default value is 1.0.

DELH Coefficient

DELH controls the depth and top elevation of the slot in low flow conditions.
The slot is inserted at height DELH above the river bottom and extends to a
depth 5 x DELH below this level. See section 1.21 Kinematic Routing Method
(p- 120). The default value is 0.1 m.

DELHS Coefficient

DELHS is used to prevent instabilities arising when the water surface gradi-

ent across a structure changes sign, see section A.10.7 Drowned flow

(p- 441). It specifies the water level difference across a weir below which the
flow description is linearised to obtain a stable solution. The default value is

0.01 m.



DELTA Coefficient

A forward centring of the oh/ox-term in the numerical scheme has a dissipat-
ing influence which can be demonstrated using the Taylor-series, see section
A.4 DELTA Coefficient (p. 405). The forward centring is automatically intro-
duced into MIKE 11 where the flow has become supercritical.

The dissipative influence of the forward centring can be controlled by the user
for sub-critical flows through the coefficient DELTA (0.5 <= 6 <= 1). A value of
0.5 (the default) has no dissipative effect, while a value of 1.0 has maximum
influence.

Changing the value of DELTA from its default value should only be carried out
when "short term" fluctuations are unimportant, as in the case of a wave with
a period of several days or longer.

EPS Coefficient

EPS is used in the diffusive wave approximation, see sectionA.9 Solution
Scheme (p. 429) in Appendix A Appendix (p. 391). If the water surface slope
becomes greater than EPS then the computational scheme becomes com-
pletely upstream centred. The default value is 0.0001.

FroudeExp

MIKE 11 offers two alternatives to the suppression of the convective terms in
the Momentum equation for supercritical flow. If a negative value is entered
for FroudeExp or FroudeMax (see below) then the default suppression is
applied. FroudeExp is the exponential coefficient in the alternative suppres-
sion term.

FroudeMax
FroudeMax is the value at which the suppression sets in. As above if this is
set to a negative value the default suppression is applied.

Inter1Max

This coefficient gives the maximum number of iterations permitted per time
step to obtain a solution at a structure, see section A.10 Structures (p. 435).
The default value is 10.

MaxIterSteady

MaxlIterSteady gives the maximum number of iterations permitted at each
time step to obtain a steady-state water profile solution for the initial condi-
tions during an auto-start, see 1.20 Initial Conditions (p. 120) and 1.26 Quasi-
Steady Solution (p. 729). The default value is 100.

NODE Compatibility

This is a switch to select whether computations at nodes should be carried
out with water level compatibility or with energy level compatibility. At present
this switch should be set to the default setting of water level since the energy
level compatibility has not yet been implemented.
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NolTER
NoITER specifies the number of iterations used in each time step to obtain a
solution. The default value is 1. See section A.9 Solution Scheme (p. 429).

THETA

THETA is a parameter used in the resistance term when discretising the
momentum equation and is introduced because of the possible rapid varia-
tion and reversal of discharge, see section A.9.2 Momentum equation

(p. 432). The default value is 1.

Zeta Min

The head loss over structures is calculated according to section A.10 Struc-
tures (p. 435). The user has the option of specifying a minimum head loss,
Zeta Min which is the lowest acceptable value of the sum of the head loss
factors.

Computational Grid

General Description

Selection of the computational grid is without doubt the most important task in
the modelling process. A carefully selected computational grid will avoid
many problems during the calibration and application phase. It is, however,
not possible to give detailed guidelines for how to design the computational
grid for all cases. The design should be based on a thorough insight into the
hydraulics of the area to be modelled and understanding of how the model
works. Experience is therefore a key factor in the selection of the computa-
tional grid. Some general guidelines for the less experienced user are given
below.

1.8.2 Selecting the Area to be Modelled

When selecting the extent of the area to be modelled the following should be
taken into consideration:

o topographical/bathymetric data should be available for the entire area,
see section 1.10 Cross-Sections (p. 75)

o atthe model boundaries time series of water level or discharge or a rat-
ing curve should be available, see section 1.4 Boundary Conditions

(p. 30)

o the boundary should be located at a sufficient distance from the area of
interest to ensure that changes in the area of interest being investigated
do not affect the boundary. This is of particular importance when the
effects of major modifications to the river flow are being investigated, e.g.
embankment and channelisation schemes.
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1.8.3 Selecting Model Branches

Model branches in MIKE 11 represent flow paths, therefore in many cases it
is quite clear where branches should be included in the model. The user must
note that selection of model branches should be based on a compromise
between computational time and level of detail. MIKE 11 is designed in such
a way that it is relatively easy to include new model branches to existing set-
ups, thus, in general, it is advisable to limit the number of branches in the ini-
tial setup and only include more branches, if required.

The following should be considered:

o tributaries can be included in a model setup either as model branches or
as lateral inflows. The lateral inflow will cause almost no increase of
computational time and will be sufficiently accurate for most minor tribu-
taries. A tributary included as a model branch will give the correct routing
(delay and attenuation) of the hydrograph, but will increase data require-
ments and computational time

e model branches are used in the schematisation of quasi 2-D flow
between flood cells, see section 1.18 Flood Plains (p. 115).

1.8.4 Selecting the Grid Spacing

Given a hydraulic event to be modelled, the user has to determine the dis-
tance between grid points in the model. The inexperienced user should base
this selection of grid spacing on trial and error. Ideally, the model should be
run first with a very small grid spacing followed by runs with larger grid spac-
ing. The coarsest grid spacing adopted should give only insignificant differ-
ences in the results compared with the fine grid simulation.

The stability conditions of the model depend mainly on the ratio between the
time step and the grid spacing, see section 1.33 Stability Conditions (p. 161),
i.e. when the space step is reduced it is also necessary to decrease the time
step. The implication is that the computational time increases by a factor of 4
every time the space step is reduced by a factor of 2, thus the number of grid
points should be kept as low as possible.

From a simplified analysis of the numerical scheme it is possible to find some
theoretical guidelines for the selection of the grid spacing (see e.g. /1/,). For
instance, a certain number of grid points (about 30 to 50) per wave length is
required to obtain a reasonable accuracy for the overall solution. In general
the wave length(s) of a flow event can be expressed by

L = TJgy (1.101)

where,

L wave length
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T duration of event (wave period)
y water depth

In smaller rivers which experience flash floods a representative "wave period"
may be a few hours, thus a relatively small grid spacing will be required in
order to resolve the flow events. In tidal flow with a period of more than 12
hours the wave length will mostly be very large implying that a very large (20-
30 km) grid spacing may be applied. In practice, however, variability of the
cross-sectional shape of the river, junctions with tributaries, etc. will require
smaller grid spacing.

A relevant length scale for backwater effects is L = y/l,, where I, is bottom
slope. In models where it is important to resolve backwater effects accurately
the grid spacing should be selected in such a way that the grid spacing is at
least 4-6 times smaller than this length scale.

1.9 Control Structures

Control Structures differ from other structure types in two important respects:

1. the structure may be described as either an underflow structure, an over-
flow structure or a radial gate or a sluice gate. Thus the structure may be
described as either a movable weir or a sluice gate respectively;

2. as for dambreak structures, it is not possible to define beforehand the
critical flow characteristic (Q-h) relationship of the structure.

1.9.1  Hydraulic Aspects - Radial Gates

In MIKE 11 radial gates are automatically divided into an underflow part and
an overflow part.

When specifying gate levels for at radial gate the user should specify the
level for the underflow part, i.e. the level of the bottom of the gate, and the
gate level for the overflow part is then calculated based on geometric consid-
erations.

Flow calculated through underflow part of Radial gate.
Calculation of the flow through the underflow part depends on the flow regime
at each time step.
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For free flow conditions the discharge is calculated as:

5
eree, underflow = T———=a./2gY, (1.102)

1 +3W

Vi

where:

T is a discharge calibration factor
) is the contraction coefficient

o] acceleration of gravity

Y1 upstream water level

w the vertical gate opening

a the flow area through the gate (vertical gate opening multiplied with the
width of the gate) and

The contraction coefficient, 8, is computed as:

5 = 1-0,75(6/90%) +0,36(6,/90°) (1.103)

Where 0 is the inclination angle of the gate relative to the canal bottom.

For submerged flow conditions the discharge is calculated as:

_ )
qubmerge, underflow = T
R
Vi

where y; is the downstream water level.

a 29(y, - v,) (1.104)

Determination of actual flow regime is made at each time step of the simula-
tion using the user defined parameters; ‘Tran.Bottom’ and ‘Tran.Depth’ (spec-
ified in the Graphical Interface for Radial Gate structures).

Free flow occurs if: yo < Y imit + Y1ran,Bottom

Smeerged flow occurs if: Y2 > YLimit + }/Tran,Bottom + }/Tran,Depth-

Limiting level, y, nit is calculated as:

dw H
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where H is the upstream energy head.

In the transition zone between free flow and submerged flow the discharge is
calculated by using linear interpolation between (1.102) and (1.104).

Flow calculated above the Radial gate top level.

If upstream water level is higher than the top of the radial gate then flow
above the radial gate will occur. The overtopping flow is calculated as a func-
tion of the downstream water level conditions:

When downstream water level is lower than the top of the radial gate, the dis-

charge is calculated using:

Qoverflow = bo”.yll3 (1.106)

where

b is the width of the gate,
o and B are user defined coefficients (‘Weir Coeff’ and ‘Weir Exp’).

When the downstream water level is above the top of the gate the discharge
is calculated using:

3% B40,385
QOverflow = bocyllg|:l _(}72) :|

1

1.9.2 Hydraulic Aspects -Sluice Gates

Sluice gates are physically similar to underflow gates.

The Sluice, Formula type of gate is an underflow gate for which four different
flow regimes exist. Each of these four flow regimes are described with its own
equation defining the discharge across the spillway. In addition to the flow
beneath the gate an 'over-the-top' flow is added to the solution.This happens
when the upstream water level exceeds the top of the gate. Which flow
regime that applies in a given situation is determined by the values of up- and
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downstream water level and the gate position. The different flow regimes and
when they apply are listed in below table.

Table 1.3 Flow regimes
Flow Equation Restriction Remarks
Condition
Controlled Also known
Submerged H— h\? h >1.0 as sub-
(CS) Yo = aGo( G ) G, merged
0 orifice
[ 3
Q=1L 9y
Controlled Also known
Free H\b _h.<1,0& ﬂ.zl as free
(CF) Yo = aGo(E‘ G, G, K orifice
K = %
3
[ 3
Q= LJgy,

Un-con- Also known
trolled Sub- h\? _h_ < 1,0, L_I. < l’ &Q > K| assub-
merged (US) Ye = aH(l _p) Gy G, K H merged weir

K = 2
3
[ 3
Q= LJgy,
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Table 1.3 Flow regimes
Flow Equation Restriction Remarks
Condition
Un-con- h H 1 _h Also known
trolled Free Yy, = aH G, <10, G, < K &H <K as free weir
(UF)
K=2
3
3
Q= LJgy.
Over-the-top Computed
H>(HG+ G) as a free
weir flow
3
Q= LJgy.
y. = a(H-HG-G,)

H is the upstream water level measured above the sill level, h downstream
water level measured above the sill level, g the acceleration of gravity, Go the
gate opening, Hg the height of the gate, L the spill way width, yc the critical
depth and Q the discharge. H, Hg, h and Go are shown in below definition
sketch.
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Flow direction

Sill Level

Z AN

Figure 1.18 Definition sketch

In order to avoid instabilities due to too sharp limits between the different flow
regimes it is possible to define an interval across which the solution varies
from one flow type to another. This is done using the 'High Limit' and 'Low
Limit' option supplied in the user interface.

Hydraulic Aspects - Overflow Structures

The calculation of the discharge over a movable weir is identical to that of
dambreak structures, i.e. a broad crested weir. The only difference is that the
structure width is assumed to remain constant for control and structures.

See section A.10 Structures (p. 435).

1.9.4 Hydraulic Aspects - Underflow Structures

72

The type of underflow structures considered in the control structure operation
are rectangular in shape, with a vertical sliding or rotating section. The gate
will only have a controlling influence on the flow if the gate level is lower than
the upstream water level. If this is not the case, the discharge will be calcu-
lated assuming an overflow structure where crest level is taken as sill level,
as described above.

If the upstream water level is higher than the gate level, the presence of the
gate will force the passing water into a jet, the height of which is less than the
gate height due to a severe convergence of streamlines just upstream of the
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gate. At the point of maximum contraction, called the vena contracta, the
streamlines are once again parallel to the bed, and a hydrostatic pressure
distribution may be assumed to occur here, see Figure 1.19

— HYDRAULIC JUMP

¥1

h 2

SILL
LEVEL ~ Yo

Datum — e

Figure 1.19  Flow under a vertical sluice gate

This contraction of the flow may cause the formation of supercritical flow in
the region of the issuing jet. Should this occur in a channel with a high tail
water level, a hydraulic jump may occur downstream of the gate. In either
case, the discharge through the gate will be a function of the gate geometry
and upstream water level only. This is termed free discharge.

As the tail water rises, the hydraulic jump moves upstream, towards the gate.
When the jump reaches the gate, it will completely drown the supercritical jet,
and the water level at this point will suddenly rise to the tail water depth. This
change in the flow at this instant is discontinuous, due to the discontinuous
nature of the hydraulic jump itself. At the point of change over, the discharge
will suddenly decrease, and may only increase if the water level upstream of
the gate also increases.

The minimum downstream water level at which the hydraulic jump is drowned
may be calculated from the hydraulic jump equation:

Y, = %ys(a/1+8F2—l) (1.107)

where, ys and y, are the water depths (measured above the sill) at the vena
contracta and immediately downstream respectively and F is the Froude
number corresponding to ys.
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1.9.5

Free Flow

For a freely issuing jet (ie.not drowned), the gate discharge is a function of
the gate geometry and upstream water level only. The magnitude of the dis-
charge for a given opening will depend on the amount of contraction the jet
experiences. The contraction coefficient, C, is a measure of this, and is
defined as:

C. = —¢— (1.108)
gate opening(w)

The contraction coefficient is dependent on the gate type: for a vertical sluice
gate, C.is in the region 0.61 - 0.63, whereas for a radial gate, the contraction
coefficient is dependent on the gate level. The contraction coefficient is in
MIKE 11 an input variable and is by default equal to 0.63.

Head losses across the structure are calculated from the standard MIKE 11
descriptions via the user defined values ¢, and (., see section A.10 Struc-
tures (p. 435).

The inflow head loss is assumed to occur in the region of accelerating flow
between the point upstream of the gate and the vena contracta. It would be
expected to have a value between 0.0 and 0.50. The outflow head loss
occurs in the region of flow expansion, between the vena contracta and the
next downstream h point. Theoretical values of between 0.8 and 1.0 have
been calculated for vertical sluice gates, but in practice they can be consider-
ably higher (/14/).

If the flow is determined as free, the energy equation may be applied
between the point upstream of the structure and the vena contracta, to yield
the free discharge through the gate. Assuming, as in most cases, a zero
inflow head loss, it can be shown that this equation is equivalent to the gener-
ally accepted form of the vertical sluice equation viz: (/11/)

Q = C,bw,/2gy, (1.109)

where, b is the gate width and C is the effective discharge coefficient, calcu-
lated from:

Cy= —=— (1.110)
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Drowned Flow

If drowned discharge is detected, the energy equation is applied between
points upstream and downstream of the structure. Note that in calculating the
energy losses, the existence of a ‘submerged” vena contracta is assumed,
overlaid by a body of still water. The energy equation in this form corresponds
to the submerged orifice equation of the form:

Q = C,wb,J2g(h, - h,) (1.111)

where, Cg is the effective discharge coefficient and h4 and h, are upstream
and downstream water elevations respectively.

As mentioned previously, the change between free and submerged flow is
discontinuous in nature, the free discharge being greater than the corre-
sponding drowned discharge for the same water levels and gate opening.
Such discontinuities will present numerical problems during a computation
which may lead to instabilities and eventual termination of the computation.
Hence in MIKE 11, a coefficient, y, has been introduced in order to make a
smooth transition. By use of this coefficient it is possible to expand the transi-
tion zone from free flow to drowned flow. The transition zone is defined as:

VW18 = 1)1 =) <y, <3y T+ 8F = (1 +) (1.112)

When downstream water level, y», is within this interval the discharge through
the structure will be calculated using an interpolation between the free flow
equation and the drowned flow equation. The value of y can be set in the
MIKE11.ini file placed in the windows directory. The default value is zero cor-
responding to a discontinuity when changing from free flow to drowned flow.
The user should only change this value if instabilities are encountered during
the simulation. A rule is that the value of y should be as low as possible. A
first guess at the value of y could be 0.01.

1.10 Cross-Sections

The topographical description of the area to be modelled is achieved through
the specification of cross-sections of the channel (and flood plain) which lie
approximately perpendicular to the direction of flow.

Cross-sections are specified by a number of x-z co-ordinates where x is the
transverse distance from a fixed point (often left bank top) and z is the corre-
sponding bed elevation. A resistance value (Relative resistance or actual
resistance number) can be specified for each pair of co-ordinates (see sec-
tion 1.3 Bed Resistance (p. 718)). The transverse extent of each cross-section
depends on whether the flood plain is to be simulated and by what method
(see section 1.18 Flood Plains (p. 115)).



The number of cross-sections required is determined from both physical and
mathematical requirements. The latter are discussed under section 1.8 Com-
putational Grid (p. 65) and section 1.33 Stability Conditions (p. 761). Physi-
cally there should be a sufficient number of cross-sections to define
adequately the variation in channel shape along each model branch.

The x-z co-ordinates are entered as raw data in the Cross Section editor. The
raw data are then automatically processed into a form used in the hydrody-
namic calculations, i.e. the hydraulic parameters; cross-sectional area,
hydraulic radius and width are calculated for a number of elevations between
a minimum and a maximum which are either determined automatically or
defined by the user. The processed data may be edited from the processed
data editor where two additional hydraulic parameters appear, additional
flooded areas and the resistance factor. These are described respectively
under the keywords Bed Resistance (p. 78) and Flooded Areas, (Storage)

(p. 99).

If, during a simulation, the water level rises above the maximum elevation in
the processed data table, the hydraulic area is calculated by assuming the
river banks extend vertically upward, (Figure 1.20). Thus, the width remains
constant for increasing water levels above the maximum specified elevation.
This facility is intended to prevent a simulation from crashing if any initial
instabilities occur and not to accommodate a lack of knowledge concerning
the cross-section geometry. An error message will occur if the water level
becomes more than N times higher than the maximum elevation and the sim-
ulation is terminated. Where N by default is 4 but may be changed in the
‘MIKE11.ini’ file see Appendix B.

It is strongly recommended that, in defining the cross-section geometry, the
maximum elevation is specified in such a way that the cross-section will
accommodate the maximum expected water levels.

There are two circumstances where care is required:

1. where the processed width value has been adjusted to accommodate
flooded areas (see also section 1.15 Flooded Areas, (Storage) (p. 99)).
This will affect the way in which cross-sectional area is calculated for
water levels above the maximum elevation mentioned above and
described below. Calculation of area above maximum specified.

The cross-sectional area, Ape, at h,ey IS given by:

Anew = Amax + (hnew'hmax) Wmax
where,
hpmaxis the maximum specified elevation

W, ,ax is the width at h,,,,
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Anmax is the cross-sectional area at hy,,y

2. Thus, for example, if W, has been set to zero in the specification of
flooded areas then, for all water levels greater than h,,,,, the cross-sec-
tional areas will remain constant and equal to A;4;-

EXTRAPOLATED RIVER BANKS

Nnew

Figure 1.20 Calculation of area above maximum specified height

Where a relative resistance different from 1.0 has been specified in the
raw data e.g. in the flood plain, an incorrect area-elevation relationship
will result for water levels in excess of the maximum elevation speci-
fied. This is illustrated in Figure 1.21a and Figure 1.21b, depicting the
same cross-section but where, in Figure 1.21a, the maximum elevation
specified, h,ax is below the highest water level occurring. In this
instance the calculated effective area does not account for the relative
resistance. In Figure 1.21b, the highest occurring water level is below
hmax and the effective area is correctly calculated
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LH
Prnax

hﬂew b

Figure 1.21  Calculation of cross-sectional area for relative resistance values larger
than 1.0.
a) Highest water level above maximum specified elevation
b) Highest water level below maximum specified elevation

Closed Cross sections, Modelling the Pressurised flow

Pressurised flow computations are facilitated through implementation of a
narrow 'slot’, as a vertical extension of a closed pipe cross section. Free sur-
face and pressurised flows are thus described within the same basic algo-
rithm, which ensures a smooth and stable transition between the two flow
types.

The full flow capacity of a closed conduit (pipe) can be defined as a discharge
at which the flow depth is equal to the conduit height. Any further increase of
discharge fundamentally changes the conditions of flow, i.e. basic assump-
tions for the derivation of the Saint Venant equations are not valid. Namely,
the flow changes from the free surface flow to the pressurised flow.

However, it is possible to generalise the equations for free surface flow, so
that the pressurised flow in closed conduits is covered. This is done by intro-
ducing a fictitious slot in the top of the conduit, see figure 1.22.

The idea of introducing a fictitious slot was first presented by Preissmann and
Cunge, 1961, and has since been used by Cunge and Wagner, 1964 (see ref.
/15/).
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B=B gq¢=4 A/a’

B>B slot

F 1
¥

Figure 1.22  Pipe section with fictitious top slot, usually referred to as a
‘Preissmann’ slot.

The derivation of pressurised flow conditions for free surface flow equations
can be obtained from the continuity equation which can be written as:

_0(pQ@) _ 9(pA)
X dxdt ot dxd. (1.113)

assuming the density of water, p, constant over the cross section.

By partial differentiation is found:

0Q,Q 0p A, A 2 _

1.114
ox p ox ot p ot ( )

For a circular pipe, it can be shown that the density of the water can be
approximated as:

p:pOLl-i-g(y—_zD)J (1.115)
a

where:

p the density of water for a free surface flow [kg/m3]

ag the speed of sound in water [m/s]

y the water depth [m]
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D the pipe diameter [m].

Furthermore, it can be shown that the cross-sectional area in the case of the
excess pressure g(y-D) approximately equals to:

AzAOLHg(L‘ZD_)J (1.116)

ar

where:

Ao = the area without excess pressure and a, is given as:

a, = ! (1.117)

with:
E, = the Young's modulus of elasticity, [N/m2]
e = the pipe wall thickness, [m].

The a, has the dimension [ms-'], and is in the order of 1400 [ms-'] for most
concrete pipes.

Combining these equations yields:

oA A 0p ay[l IJ_QAoay

A2 B _g g L 11270 dY (1.118)
2 2 2

ot p ot FVER 5> ot

where:

a=__ 9 (1.119)

J1+(a,'/a’)

‘a’ represents the speed of sound in water considering the compressibility of
water and the deformation of the pipe wall.

Equation (3.10) can now be written as:

LR T0 AN (1.120)
a
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The analogy with the continuity equation can thus be maintained in case that
the fictitious slot width by is specified as:

AO
bgior = 9+ g (1.121)

‘a’ is in the order of 1000 [m/s] for most pipes.

In order to obtain a smooth transition between the free surface flow computa-
tions and pressurised flow computations, it is required to apply a "soft" transi-
tion between the actual pipe geometry and the fictitious slot. Such a "smooth"
transition has been designed based on a series of tests with various slot con-
figurations. The slot configuration thus obtained ensures stable computations
without affecting the accuracy significantly. The applied slot width is larger
than the theoretical value. The default relation between relative depth and the
slot width as implemented in MIKE 11 is given in table 1.4

Table 1.4 Relation between relative Depth and top slot width

y/D bgiot/D (D=1 m)
0.98 0.36
1.00 0.19
1.10 0.0166
1.20 0.0151
1.50 0.0105

>1.50 0.0100

Similar principles apply for generating Preissmann slots for the closed rectan-
gular and closed irregular section types. The width of Preissmann slot for
irregular closed sections are defined as 10% of maximum width in closed
section.

1.12 Culverts, Q-h Relations Calculation

The Culverts Q-h Relations calculation are included in order for a pre-calcula-
tion of free-flow relationship for culverts. Following key issues are to be noted
on the calculation of Q-h relations:

o the Q-h relationships are calculated by MIKE 11 using the culvert defini-
tions and cross sections up- and downstream. If, for some reason it is
required to adjust the calculated values it is possible to change the val-
ues in the table and save the network file.

e the culvert can be assigned a length, friction coefficient, slope and bend
loss coefficient in addition to the conventional parameters
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the culvert cross-section can be defined by a standard shape (e.g. circle
or rectangle) as well as a irregular shape. Surveyed culvert geometry
data entered in the cross-section file can also be chosen as the structure
geometry definition.

The facility has been designed for modelling culverts of any shape, length or
slope. All flow conditions are represented including full submergence, partial
submergence, critical inflow and outflow, orifice flow and full culvert flow with
a free outflow.

1.12.1 Specification

The culvert cross-section shape is specified as either a standard shape (rec-
tangle, circle), an irregular shape defined as a (depth or level)/width relation
by the user. Other details required are:

culvert length (m)
upstream and downstream invert levels (m)
number of parallel culverts

friction coefficient (Manning's n)
valve regulation switch which may be set as

— flow only in negative direction (decreasing chainage)
— flow in both directions (none)
— flow only in positive direction (increasing chainage)

closed/open section switch

coefficients in both positive and negative flow directions for:

— inflow losses (typically 0.5)

outflow losses (typically 1.0)

bend losses (straight culvert would be 0.0)

— free overflow correction coefficient (typically 1.0)

1.12.2 Flow Descriptions

The flow through a culvert can be broadly classified into three areas for com-
putational purposes. The flow conditions mentioned below are illustrated in
Figure 1.23

Zero Flow

The zero flow condition occurs when one of the following conditions exist:

the culvert is dry



A

o the valve regulation switch is set to negative and the flow would be in a
positive direction if the valve was open;

o the valve regulation switch is set to positive and the flow would be in the
negative direction if the valve was open.

Upstream Controlled Flow

The upstream controlled flow conditions occur when the downstream water
level has no influence on the discharge through the culvert. The discharge, Q,
is therefore solely a function of the river water level at the culvert inflow, hy4,
and can be tabulated (Q-h relation) prior to the simulation, minimising the
computational effort required during the simulation. The flow conditions mod-
elled are:

critical inflow

o partially full inflow and critical outflow

e submerged inflow and critical outflow

« orifice flow at inflow with free outflow

o full culvert flow with free outflow

Expressions for the loss coefficients, momentum equation coefficients,
upstream controlled flow (critical inflow or outflow, orifice flow at inflow and
full culvert flow with free outflow) and downstream controlled (submerged)

flow are described in detail in Appendix A Appendix (p. 391). The transition
between upstream and downstream control is also described in section A.3.
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Figure 1.23  Culvert flow conditions
Downstream Controlled Flow
Downstream controlled flow or submerged flow occurs when the downstream

water level imposes a constraint on the flow through the culvert. The calcula-
tions take place during a simulation because the discharge is a function of
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both upstream and downstream water levels and therefore is not practical to
tabulate. The flow conditions modelled are:

o partially full inflow and outflow
e submerged inflow and partially full outflow
e partially full inflow and submerged outflow

o fully submerged

1.12.3 Construction of Q-h Relationships

The Q-h relationships (one for each flow direction) are presented for verifica-
tion under the Q-H relations tab. For convenience, the relationships are given
as the water depth, y4, versus Q, not h; versus Q. The value of h4 is equal to
the culvert invert level plus y4. The construction of the Q-h relationship is
described below.

First, the hydraulic parameters, area, hydraulic radius and critical flow, are
tabulated for depths ranging from zero to full culvert depth. A cosine function
is used for setting the tabulated depth values in order to give more detail at
the bottom and top of the culvert cross-section where the variation of area
and hydraulic radius is very non-linear. The values of area and hydraulic
radius are shown under the Hydraulic Parameters tab for verification pur-
poses only.

If an irregular section shape is specified, and if the depth or level/width table
has more than eight pairs of values, the depths in the depth (or level)/width
table are used for calculating the hydraulic parameters, otherwise the cosine
function is used. This provides the opportunity for the user to specify the
depths at which the hydraulic parameters are to be calculated.

Secondly, h4 is calculated for critical depths ranging from zero to that at 95%
of the full culvert area. Whether the flow is critical at the inflow or outflow is
determined according to the description above.

An iteration procedure is used to calculate hy because the contraction loss
coefficient {;, see Appendix A Appendix (p. 391), and the inflow river cross-
section area A4 are functions of hy. It is therefore necessary to specify the
Topo ID in addition to the river name and chainage of the culvert so that A,
can be calculated from the cross-section data base.

At the start of a simulation a check is made that the distance between the
upstream and downstream cross-sections minus the culvert length is less
than DX-MAX. If this is not the case an error message is given. At present
there are no checks comparing the cross-section locations and/or Topo ID
between that used for calculating the Q-h relations and that used in the simu-
lation. Ideally the upstream and downstream cross-sections should be
located immediately upstream and downstream of the culvert.



When critical flow can no longer occur (submerged inflow and/or outflow), the
flow condition will be either orifice flow or full culvert flow. The Q-h relation-
ship continues to be constructed by calculating the discharge for increasing
values of hy. The maximum value of h4 in the tabulation is defined as the
greater of (a) the top elevation in the adjacent cross-section, and (b) five
times the culvert depth above the invert.

If the inflow river water level exceeds the maximum h; value during a model
simulation, a linear extrapolation is made based on the last two pairs of val-
ues in the Q-h relation.

Iteration procedures are also necessary for Q, (orifice flow) and Q, (primed
flow). The discharge adopted is taken as the minimum of Q, and Q,. How-
ever, once Q, is lower full culvert flow occurs (i.e. Q, < Q,), and the culvert is
assumed to remain flowing full, i.e. the culvert is "primed".

For each iteration procedure mentioned above, convergence usually occurs
in two to three iterations except in the case when the culvert inflow cross sec-
tion area, A, and A4 are of similar magnitude, i.e. as {; approaches zero. A
maximum number of one hundred iterations is allowed, and if exceeded a
warning message is given. The Q-h relationships will be successfully calcu-
lated, but the user should check the adjacent cross-section description and
the culvert specifications.

If A; is greater than A4 or the Q values are decreasing with increasing h the
calculatlon of the Q-h relationships is suspended and warning messages are
given. The point in the Q-h relationships where the problem occurred can be
observed by going to the bottom of the Q-y tables.

Simulations will not be possible unless the Q-h relationships have been suc-
ﬂ cessfully calculated.

If the Topo ID or the upstream and downstream cross-sections are changed,
the Q-h relationships have to be recalculated.

1.12.4 Closed / Open Section switch

A culvert structure can be modelled as an open section if required by setting
the Closed / Open switch. An example where this may be used is a "long"
weir where the friction along the length of the weir is of importance and/or the
flow areas at the entrance and exit are significantly different.

If set to open the culvert will never run full or partially full, therefore only those
flow conditions which represent a free water surface are modelled. When the
water level is higher than the soffit the hydraulic parameters are calculated
based on a section extended vertically upwards with a width equal to that at
the soffit. For example, in the case of a rectangular section the height value is
essentially redundant as the cross-section will be modelled as an open sec-
tion of constant width.
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In the case of a circular section, this switch is invalid and will be set to closed.

1.12.5 Changing Flow Direction

See the discussion in section 1.34 Steady State Energy Equation (p. 162) for
the treatment of when the flow direction changes between positive and nega-
tive directions.

1.12.6 Flooded Areas of Adjacent h-points

The flooded or storage areas of the two adjacent h-points are reduced by half
of the culvert length multiplied by the cross-section width. In effect the culvert
is considered to have a zero contribution to the storage of the system. In the
rare case where the storage within the culvert is significant compared to that
in the river, the flooded areas at the adjacent h-points should be adjusted

using the additional flooded area parameter, see section 1.10 Cross-Sections

(p- 75).

1.12.7 Velocities

The velocity through a culvert is calculated as Q/A; in the case of critical
inflow or outflow where A; is the critical flow area, as Q/Ay,;, in the case of ori-
fice flow or full culvert flow and Ay is the full cross-section area of the culvert,
and as Q/S; when the flow is downstream controlled. In the latter case,
Q/S; Sa is equal to the mean of Q/ S, 5, and Q/S , the culvert inflow and out-
flow cross-section areas, respectively.

1.13 Dambreak Structure

A dambreak structure is a composite structure composed of a structure rep-

resenting the flow over the crest (Crest flow structure) and another structure
representing the breach of the dam. The breach can be modelled in two dif-

ferent ways i.e. as a failure of the crest (breach-structure) or as piping failure
of the dam (pipe failure structure) followed by breach failure. The crest flow at
a dam is calculated as separate structures in a composite structure.

A dambreak structure is a dam in which a breach can develop. The flow
through a dam breach may be described in MIKE 11 through the use of the
energy equation or alternatively a the calculation method as implemented in
National Weather Services (NWS) DAMBRK program. In the following the
two methods are presented separately.

1.13.1 Energy equation based dam breach modelling

The flow at the dambreak structure is quite similar to a broad crested weir, but
there are two differences:
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1. the shape of the dam changes with time, i.e. the breach increases and
the dam crest is shortened. As a consequence the critical flow character-
istics (Q-h) relationship of the crest and of the breach cannot be calcu-
lated beforehand

2. the Q-h relationship for the dam crest and the breach are different there-
fore the flow over the crest and the flow through the breach are calcu-
lated separately, see Figure 1.24.

CREST FLOW BREACH FLOW CREST FLOW

v

\— WATER SURFACE

Figure 1.24 Combined flow over breach and crest
Initial breach development

The breach may be initiated in a number of ways depending on the method of
calculation used. For the NWS method the breach may be initiated either as a
trapezoidal breach or as a piping failure. Using the standard dam breach
methods the breach is initiated either as a trapezoidal breach or if the erosion
based method is used as a circular piping failure.

Trapezoidal Breach Geometry

During the development of the breach the trapezoid increases in size and
changes shape.

The initial breach shape is described by three parameters as shown in

Figure 1.25:

o level of the breach bottom (HB)

e width of the breach bottom (WB)

o side slope of the breach (SS) (horizontal: vertical). The left side slope
and the right side slope are equal

The development of the breach can either be specified as a known function of
time, or it can be simulated from the sediment transport capacity of the
breach flow.
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Figure 1.25 The parameters of the breach geometry
Known Geometry Breach Development

The parameters of the breach are given as a time series in the boundary edi-
tor. The time is relative to the start of the breach. Between the specified times
the parameters are linearly interpolated as shown in Figure 1.26 for the trape-
zoidal case. The breach bottom level must not be above the crest level.

BREACH

R DEVELOPMENT [~ DAM CREST

“— LIMITING SECTION

Figure 1.26  The breach is specified for example at times Oh and 1h. The dashed
line would be the linear interpolation for time 0.5h

1.13.2 Erosion Based Breach Development using the energy equation

If this mode is chosen the initial and the final breach shape must be specified.
The increase of the breach during a time step is calculated from the actual
prevailing conditions in the breach itself. The Engelund-Hansen sediment
transport formula is used (see equations (3.128) and (3.129)) to calculate the
sediment transport in the breach.

As a first step, the flow resistance in terms of the total dimensionless shear
stress is calculated, based on the Engelund formulation (see section 3.8.2
Flow Resistance - 6-0" Relationship (p. 237)). This is then compared to the
critical shear stress (the Shield’s Criterion, defined by the user). If the com-
puted shear stress is greater than the critical one, then the sediment transport
is calculated, otherwise it is set to zero.
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The sediment transport rate, q;, calculated from the Engelund-Hansen for-
mula is in terms of m2/s per metre-width of pure sediment only, and this must
then be related to a change in bed (i.e. breach) level. It is assumed that the
breach remains horizontal. From the given upstream and downstream slopes,
the length of the breach in the flow direction, L,, may be calculated. By appli-
cation of the sediment continuity equation in the breach, the change in breach
level dH,, in a time interval dt is given as:

dH, q;

—b_ It 1122
it Lyl-9) (1.122)
where,

H, is the breach level

q; is the sediment transport rate (m2/s)

¢ is the porosity of the sediment

L, is the breach length in the direction of flow
tis time

Modelling the variation of the width of the breach perpendicular to the flow
direction is more difficult to relate to the classical theories of sediment trans-
port. This is because the development of a wall boundary layer along the
often very steep side walls of the breach, the theories for bed load and sus-
pended load do not apply. As an approximation, the sediment transport at the
sloping walls is assumed to be proportional to that in the central part of the
breach. The coefficient of proportionality, x, (side erosion index) thus relates
the increase in breach width, Wy, to depth as:

dWo _ 5 (1.123)

Generally, the side erosion index is in the order of 0.5-1.0.
Erosion Based Piping Failure

An erosion based failure of a dam may be initially started by piping failure. In
this case a flow forms through the dam wall. Erosion of the soil along the
"pipe" causes the pipe to enlarge and the flow to increase. Eventually the
dam will collapse into the void created by the piping failure erosion.

This failure scenario is modelled as an option in the erosion based breach
development, i.e. there are two options for the initial failure process:
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1. initial failure by overtopping
2. initial failure by piping (after collapsing the erosion process returns to that
of overtopping as described above).

The assumptions adopted for the piping failure are:

o the shape of the pipe is circular

o the pipe is horizontal

e the pipe must always be running full

The location of the pipe centre in the dam cross-section must be within the
final breach shape and, if specified, the limiting section shape. When the cir-

cumference of the pipe extends outside these shapes, the hydraulic parame-
ters are based on a reduced cross-section as illustrated in Figure 1.27.

Figure 1.27  Adjustment of a pipe cross-section

The point of collapse is defined by a ratio, which is specified by the user, of
the pipe diameter to the distance between the dam crest and the pipe obvert
as illustrated in Figure 1.28. Once this ratio is exceeded part of the dam is
collapsed to form a breach.

\ DAM CREST /

COLLAPSE RATIO = & ¥

Figure 1.28 Piping failure collapse ratio

The shape of the breach is illustrated in Figure 1.29. The bottom width is first
set equal to the pipe diameter and the breach level to the pipe invert. Not all
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of the collapsed material will typically be carried out without depositing on the
bed of the breach. This is accounted for by a volume loss coefficient, f,4,
which is the fraction of material assumed to be washed out immediately after
collapse. The remaining material is evenly distributed on the breach bed as
shown in Figure 1.29.

These calculations are made using cross-section areas, not volumes, there-
fore, the length of the breach and consequently the upstream and down-
stream slopes of the dam faces are not taken into account.

Figure 1.29 Breach shape after collapse

Other parameters required are the initial diameter of the pipe at the start of
failure and the pipe roughness, kg, which is used to calculate the Darcy fric-
tion factor, f, according to

1. 210g10(& (1.124)

Jf

where, R is the hydraulic radius.

The discharge, Q,, through the pipe is given by

(1.125)

where, A is the flow area, L is the length of the pipe and AH is given by
AH = h;—max (h,, Z,,) (1.126)

where, hq is the upstream water level, h, is the downstream water level and
Zopy is the obvert of the pipe.

In Equation (1.122) an entrance head loss of half the velocity head in the pipe
and, when there is a submerged outlet, an exit loss of one velocity head have
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been incorporated. Adopting a full velocity head loss in the latter case gives
the transition between submerged flow and free outflow to be when the down-
stream water level, h,, equals the pipe obvert, z,,. (See section 1.12 Cul-
verts, Q-h Relations Calculation (p. 81), for a more detailed discussion.)

The enlargement of the pipe is based on the sediment transport relationship
described above for breach erosion. The depth of water, y,,, used in calculat-
ing g is given by

AH
v, = 2+ (1.127)

where, D is the pipe diameter.

By relating the volume of material eroded to the "effective" transport area
(adopted here as the pipe length times half the circumference) the change in
the pipe radius, AR, is defined as

g;

AR, = CcalmAt

o (1.128)

where, C,, is a "calibration" coefficient entered as one of the erosion param-
eters. No sound recommendation can be given for the value of C,,. It has

been provided so the user can adjust the rate of change of R, if so desired, or
some data becomes available for calibrating the rate of formation of the pipe.

Limiting Cross-Section

There may be a boundary of an irregular shape beyond which the breach will
not develop. This limit may be the surface of hard rock or it may be the natu-
ral bottom of the valley. To allow for a boundary of this type a cross section
can be specified. In this case only the part of the trapezoid inside the cross-
section is used for calculation of the flow. This is illustrated in Figure 1.30.
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Flow Calculations

LIMITING

Figure 1.30 The breach (shaded area) is the area of the trapezoid inside the limiting
section

Once the breach geometry has been computed the flow can be calculated.

The flow over the dam crest and the flow through the breach are often quite
different with respect to water depth, velocity, and flow state. At the breach
the water level is lower and the velocity is higher than at the dam crest. When
the flow is drowned at the breach the flow at the crest may be either free
overflow or drowned. Characteristic discharge and coefficients for the three
flow regimes can be computed as shown in section A.10 Structures (p. 435).

The flows through each structure are calculated separately using the
upstream water level (h4), the downstream water level (h,) and the total flow
(Q) from the last iteration. The flow over the crest structure and through the
breach structure is calculated as described in section A.10 Structures

(p. 435).

1.13.3 NWS DAMBRK dam-breach method

The NWS DAMBRK method comes in two flavours

e Breach failure

e Piping failure

The first of these uses a weir type equation to determine the flow through the
breach where as the latter is based on an orifice type equation. Both methods
rely on the user specifying the full development of the breach geometry as a
function of time.

Breach failure

The flow through the trapezoidal breach is given by

Q = C ke[CpeirbJG(h— ) (h—hp) + CgropeSJa(A— hyp)(h—hp)] (1.129)
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where
bThe width of the breach bottom
gAcceleration due to gravity
hUpstream water level (reservoir water level)
hpLevel of breach bottom
SSide slope of breach
cweirVeir coefficient for horizontal part (=0.546430)
CsiopeWVeir coefficient for slope part (=0.431856)

¢, Correction coefficient for approach sections. This coefficient com-
pensates for the loss in energy due to the inflow contraction.

ksCorrection coefficient due to submergence.
The weir coefficients have been made non-dimensional e.g.
Cueird/d = 0,546430 9,81(m/s”) = 1,7115(m'/2/s) = 3,1(ft1/2/s)
The correction coefficient for the approach section is determined through

2

cgQ

c, =1+ > >
gWR (h_hb,term) (h_hb)

(1.130)

where
cgNon-dimensional coefficient (= 0.740256) termed the Brater coef-
ficient
WgrReservoir width given by the un-destroyed crest length.
hy, term The terminal level of the breach bottom. The minimum level in
the time series file.
The submergence correction is determined through
hy—h 3
ks = max(1—27,8((i—b)—0,67) ,0) (1.131)
(h—hy)

where hys is the downstream water level.
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Piping failure

The flow through a piping failure is given by

Q = CoriiceAN29(h—max(h,, hyg)) (1.132)
where

CorificeOrifice coefficient (= 0.599769)

AFlow area in pipe given by
A = b(hy—hy)+ S(hp—hy)’ (1.133)
hy¢Top of pipe
hyBottom of pipe
h,Centerline of pipe given by

_ (hythy)

b= 5 (1.134)

The pipe may collapse either due to the top of the pipe reaching the crest
level or if the water level upstream isn’t high enough to maintain pipe flow.
The criteria for the latter is given by

h<%(hprhb)+hb (1.135)

Once the pipe has collapsed the flow is calculated based on the breach flow
equations.

Crest flow

The flow over the crest of the dam is given by

Q= kscweirbc«/g(h - hc)(h*hc) (1.136)

where
hcthe crest level

bsthe remaining crest length (perpendicular to the flow)
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and the submergence correction given by

kg = max(l—27,8(%_:—;)—0,67)3, o) (1.137)

Failure moment
The user may choose three different definitions of the failure moment namely

e Time in the form of a historic date and time.

o Hours from start of simulation. The user specifies a time span in hours
before the dam breaches.

e Areservoir water level. The reservoir water level is defined as the great-
est of the water level on either side of the dam.

Temporal development of breach geometry

Once the failure has initiated the temporal development of the breach will be
read from a time series. This time series must contain values for

e The breach bottom
e The breach side slope
e The breach bottom width

Further if piping failure is used the time series must also contain
e The upper level of the pipe

Please refer to Figure 1.31.

Breach bottom width /

/

Breach pipe level top

Breach level bottom

Breach side slope

Figure 1.31  Definition sketch for NWS DAMBRK routines.
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1.14 Energy Loss

98

General

The hydrodynamic module includes a facility for modelling the loss of energy
at specified river locations. At run-time such points, denoted Energy Loss
points, are defined as discharge grid points. At each time level of the compu-
tation the discharge at an Energy Loss point is computed by use of the
energy equation:

Q 2
2gA2

AH = ¢ (1.138)

in which AH is the energy loss encountered in passing the Energy Loss
points, g is the acceleration of gravity, Q is the discharge and A is the cross-
sectional wetted area at that point. The quantity, , denotes the total energy
loss coefficient as specified in the network editor. If applied, the energy loss
coefficients described below are added up to yield a total energy loss coeffi-
cient.

User-Defined Energy Loss
In order to enable the user to model a known energy loss at a river location
Eq. (1.138) is applied in conjunction with a user defined loss coefficient, =

Cuser-

Energy Loss Caused by Sudden Flow Contraction

The energy loss caused by contraction of the flow is modelled using Eq.
(1.138) in conjunction with a contraction loss coefficient, { = (ot The con-
traction coefficient is given by

Ceont = Cm(l - YV‘) (1.139)

where (;, is the inflow coefficient specified by the user, V, is the upstream
velocity at the previous water level point and V is the mean (within cross-sec-
tion) velocity.

Energy Loss Caused by Expansion of the Flow
Expansion loss is modelled using the following equation:

Cexpan = Cout(l 71/\72)2 (1.140)

in which (. is the outflow coefficient specified in the network editor and V, is
the downstream velocity at the next water level point. The coefficient, Ceypan,
replaces ¢ in Eq. (1.138).
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Energy Loss Caused by an Abrupt Change in River Alignment
In the case of an abrupt change in river alignment, the energy loss is mod-
elled as

0 2
Cabrupt = 1,1(9—0) (1.141)

in which 6 denotes the angular change (deg) in river alignment. The coeffi-
cient, Caprupt, replaces ¢ in Eq. (1.138).

Energy Loss Caused by a Gradual Change in River Alignment
Using the analogy of pipe flow, the energy loss is modelled as

Cgradual = sinb (1.142)

where a = 0.2 for rough pipes and a. = 0.1 for smooth pipes. The alignment of
the gradual bend is assumed to be circular, the radius of the bend being
greater than 4 times the pipe diameter for Eq. (1.142) to prove valid. The
coefficient, Cgraqual, replaces Cin Eq. (1.138). The coefficients, o and 6, are
specified in the network editor.

1.15 Flooded Areas, (Storage)

]

The flooded area, or storage area, is defined at each h point as the summa-
tion of the width times the distance between the Q points either side of the
cross-section plus the additional flooded area. The width is automatically cal-
culated when the cross-section raw data are processed (see section 1.10
Cross-Sections (p. 75)) or can be specified manually in the cross section edi-
tors processed data menu. Additional flooded area data are specified manu-
ally by the user in the same editor.

The flooded area may have to be either increased or decreased manually by
the user under certain conditions. An increase is necessary where there is an
off-stream storage area (e.g. a harbour) connected to the river. A decrease is
necessary where there is a duplication of flooded areas, (discussed below).

To increase the flooded area specify additional flooded areas and/or increase
the width values in the processed cross section data editor. To decrease the
flooded areas reduce the width values in the cross section editors processed
data menu.

Note that the width values are not only used for the computation of the

flooded area but also in the calculation of the wind friction (see section 1.42
Wind (p. 182)) and in the calculation of cross-sectional area for water levels
in excess of the maximum elevation specified (see section 1.10 Cross-Sec-
tions (p. 75)). It should be noted that these additional flooded areas are not
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included in the total surface area in the computation of wind friction (see sec-
tion 1.42 Wind (p. 182)).

A zero width value can be specified, noting that a zero flooded area at an h-
point is not acceptable (or realistic) except where the h-point is connected to
other h-points at a node (the flooded area at a node is the sum of the flooded
areas of the connecting h-points and should also be non-zero).

The modelling of more complex flood plain hydraulics is described section
1.18 Flood Plains (p. 115).

When simulating the exchange of water between the channel and the flood
plain care should be exercised when specifying the storage (width and addi-
tional flooded area columns) in order to avoid duplication in the calculation of
storage volumes at nodes and h-grid points. This is illustrated by the following
simple example (Figure 1.32).

Figure 1.32 is a schematic diagram of flow in a flood plain: flow in the main
channel is represented by branch RIVER; flow between the channel and the
flood plain is represented by the two branches SPILL1 and SPILL2 in which
the W points represent broad crested weirs; flow along the flood plain is rep-
resented by the branch PLAIN. The network has 4 nodes as shown in
Figure 1.32. Cross-sections are defined at all h-points as shown in

Figure 1.33.

T RIVER KEY :
® .
SPILL 1 © h—points
® Q—points
P w P
[0 Node
T W Weir

PLAIN ¢ [ ]

E,g SPILL 2 Ej

w

(]

Figure 1.32  Network for flow in channel and adjacent flood plain
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Figure 1.33 Location of cross-sections required for the network shown in
Figure 1.32

Without modification to the cross-section descriptions, the storage areas for
each h-point would be as shown in Figure 1.34 considering each branch sep-
arately.

R1
— AP,

R =1 \
SO

R4

Figure 1.34  Storage areas corresponding to each h-point for each branch

Figure 1.35 below, shows the branches connected again, with those flooded
areas which would be duplicated:
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By DUPLICATED FLOODED AREAS

R4

Figure 1.35 Duplication of flooded areas if no adjustment is made

In order to overcome this duplication, the values in the width columns of the
processed cross-section data should be set to zero for the cross-sections
defining the spill units S1-1 and S2-1 and reduced by the appropriate amount
for S1-2 and S2-2. The additional flooded area of all four cross-sections at all
levels should be zero.

1.16 Flood control facilities

1.16.1 Non control
Input:
—  NAMET: Dam Name
Output:
= Qout= Qin

1.16.2 Constant discharging method Type A
Constant discharging method Type A with afterward discharging.

Input

— NAMET: Dam Name.

— QCONST: Inflow rate to start cutting.

— VMAX: Dam Maximum Storage.
FACA=0
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QUONST /

Figure 1.36  Constant discharging method Type A.
Output:
Qout = QCONST

Dam burst Case

WhiAX

QCONAT

Figure 1.37  Constant discharging method Type A. Dam burst.

1.16.3 Constant discharging method Type B

Constant discharging method Type B without afterward discharging.
Input:

— NAMET: Dam Name.
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— QCONST: Inflow rate to start cutting.
—  VMAX: Dam Maximum Storage .
FACA= 0

QCCNSET /

Figure 1.38 Constant discharging method Type B.
Output:
- Qout = QCONST

Dam burst case
Q..¢ is the same as for the constant discharging method Type A.

1.16.4 Constant ratio discharging method Type A
Constant ratio discharging method Type A with afterward discharging.

Input:

— NAMET: Dam Name.

— QCONST: Inflow rate to start cutting.
— FACA: Cutting Rate.

—  VMAX: Dam Maximum Storage.
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Peak

QCONET

Figure 1.39 Constant ratio discharging method Type A.

Output:

Inner Implementation
1. When Inflow < QCONST, Discharge = Inflow.

2. When Inflow > QCONST till inflow peak, discharge Q, is set by Eq.
(1.143).

3. After peak, Qout keeps constant at Q2p till S2 > S1, where Q2p is the
Qo computed at peak.

4. After S2 > 81, set Discharge = Inflow.

1.16.5 Constant ratio discharging method Type B

Constant ratio discharging method Type B without afterward discharging.

Input:
—  NAMET: Dam Name.
— QCONST: Inflow rate to start cutting.
— FACA: Cutting rate.
—  VMAX: Dam Maximum Storage.
Output:
Q,ut = FACA(Q;,— QCONST)+ QCONST (1.144)
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1.16.6 Bucket-cut (without afterward discharging)

Input:

— NAMET: Dam Name.

— QCONST: Inflow rate to start cutting .

— QCONST2: Constant discharging rate .

— QCONST3: Inflow rate to increase discharging.

— FACA: Decrease of discharging rate per unit time.
— FACB: Increase of discharging rate per unit time.
—  VMAX: Dam Maximum Storage .

QCOHET

%27

(o) (b |

Output:

1. Qoue = QCONST-AT FACA
2. Qou = QCONST
3. Qout= QCONST2+AT FACB

Note AT is the time increment per step.

1.16.7 Non gate discharging by H/Q curve and H/V curve

Input:

— NAMET: Dam Name.

—  FASA: Initial Water Level.

— IT1: Number of H/Q relationship.

— IT2: Number of H/V relationship.

—  HQ(2,IT1): H/Q relationship.
HQ(1,IT1): Water level of H/Q relationship.
HQ(2,IT1): Discharge of H/Q relationship.
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Iritial water Lewel

HV(2,IT2): H/V relationship.
HV(1,IT2): Water level of H/V relationship.
HV(1,IT2): Volume of H/V relationship.

Figure 1.40 Non gate discharging by H/Q-curve and H/V-.curve.

Output:

Q¢ is calculated through the H/Q or the H/V relationship.

1.16.8 Non gate discharging by orifice size input

Input:

Powering Water Decisions

NAMET: Dam Name.

IT1: Number of H/V Relationship.

NANA: Number of spillways.

VMAX: Dam Maximum Storage volume.

HB: Regular foundation height of spillway.

HT: Emergency foundation height of spillway.

BL: Regular width of spillway.

BH: Emergency width of spillway.

DL: Regular height of spillway.

DH: Emergency height of spillway.

C1L: Regular discharging coefficient of spillway (Open channel).
C1H: Emergency discharging coefficient of spillway (Open channel).
C2L: Regular discharging coefficient of spillway (Orifice).

C2H: Emergency discharging coefficient of spillway (Orifice).
HH: Water level in H/V relationship.

VV: Volume in H/V relationship.
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Figure 1.41  Non gate discharging by orifice.

HT

HE

Figure 1.42 Definitions of spillway heights.

Output:

Q.ut is computed through the following equations (Qg,t = O).

Suppose at time ¢, the inflow to the dam is /, outflow from dam is O, and the

dam storage is V, the continuity equation can be written as follows.

j-o=% (1.145)
dt
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The equation below is the discretised form of the continuity equation, which
can be solved by the Ekdahl method.

AV = (I-O)At (1.146a)
IAt = AV + OAt (1.146b)

Using subscript 1 to represent elements at time t = t; subscript 2 to represent
elements at time t = t;+At, the discretised equation can be expressed as fol-

lows
%(/1 +I)At = (V,— V) + %(o1 +0,)At (1.147)
_ 0, 0,
- (Vo0 -(vi+ T
Setting,
¢ = A¥t+%o (1.148a)
v - Alt—%o (1.148b)

we have the following equation

b2 = 30h -1+ v, (1.149)

Generally, with the equation

1
01 = 5Un=lni1) t W, (1.150)

dn+1 Ccan be thus computed sequentially.

1.17 Flood plain Encroachment calculations

The flood plain encroachment module may be used for assessing the impact
of a flood plain encroachment on the water level and the energy level. Such
assessments are of considerable interest for land developers, engineers etc.

The module works by manipulating the user specified cross sections by
inserting encroachment stations thus contracting the cross sectional area
with a rise in water level as a result.
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1.17.1 General

]

Note: The encroachment module only works with a Quasi Steady State mod-
ule installed. Only the default steady state solver may be used with the
encroachment module. If a different steady state solver is chosen a warning
is issued and the steady state solver is set to the default solver. Further the
module may only be used in conjunction with a hydrodynamic simulation.
Thus the advection dispersion, rainfall runoff modules etc. are disabled dur-
ing an encroachment simulation.

An encroachment analysis consists of minimum two steady state simulations.
The first simulation is used to find the water level and discharge throughout
the system in the undisturbed situation, i.e. in the situation where no
encroachments take place. This is referred to as the reference simulation.
The next simulation(s) will be used to find the hydraulic variables throughout
the system in the encroached situation. The results from the simulation will
then be made available for comparison.

Through the encroachment analysis the cross section will be divided into a
main channel and a left and right flood plain. The encroachment can then
take place on either of the flood plains or on both flood plains.

Limitations on the encroachments
The placing of the encroachment stations are limited to the flood plains.

The flood plains are defined by the markers of the cross sections:

—  The left flood plain is defined as the reach from marker 1 to marker
4.

—  Theright flood plain is defined as the reach from marker 5 to marker
3.

Marker 1 and 3 are the left and right levee bank respectively, and marker 4
and 5 are the left and right low flow bank respectively. Thus markers 4 and 5
defines the reach of the main channel.

The position of the encroachment stations may further be limited by the user
defined offsets. The offsets are defined as the distance from marker 4 and 5
respectively (see Figure 1.43). As default these values are set to zero.
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Allowed interval s for
Iarker 1 encroachm ent stati ong Iarker 3
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Left floodpla
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Figure 1.43  Definition sketch of the flood plains.

If the encroachment stations are situated outside the allowed intervals a
warning is issued and the encroachment station is set equal to the limiting
value (one of the end-points of the interval).

1.17.2 Encroachment Methods

Five different encroachment methods are available:

Direct specification of fixed encroachment stations.
Specification of a fixed encroachment width.
Specified conveyance reduction.

Target water level.

SO R

Encroachment through iteration.

The encroachment module of MIKE 11 facilitates local settings for the individ-
ual cross sections. Thus different methods may be used along the same river
reach if desired.

Method 1: Direct specification of fixed encroachment stations

Through this method the user specifies the location of the encroachment sta-
tions. The location is specified through the variables Left Position and Right
position. Each of the fore mentioned are distances from marker 4 and marker
5 respectively. Thus both Left Position and Right Position should be non-neg-
ative. If the latter is not the case the simulation uses the absolute values.
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Method 2: Specification of a fixed encroachment width

Method 2 is very similar to method 1. The encroachment stations are deter-
mined from a user defined width being the distance between the left and right
encroachment stations. The encroachment stations are placed a distance of
half the user specified width from the centre line of the channel. The centre
line is here defined as the midpoint of marker 4 and marker 5. If a negative
value is entered the simulation will use the absolute value.

Method 3: Conveyance reduction

Based on the reference simulation an encroachment simulation is performed
based on conveyance reduction. Using the water level from the reference
simulation the total conveyance at the specific station is determined. The
cross section is then encroached until the user specified reduction of convey-
ance at the reference water level has been reached. If this is not possible the
optimal encroachment position is returned. The latter may occur if the user
specifies a reduction which is greater than the conveyance available on the
flood plains.

Method 4: Target water level

In method 4 the user defines a target water level. This is done through a
water level change which is to be added to the reference water level. The
encroachment calculation is then carried out so that the conveyance at this
higher level is equal to the total conveyance of the reference simulation.

In other words if the user specifies a rise in the water level AH then the mod-
ule will try to contract the cross section so that the conveyance of the
encroached cross section at water level H,s + AH is equal to the reference sit-
uation.

Method 5: Encroachment through iteration

In this method a target value of either water level or energy level is aimed at.
The method works by evaluating simulation results and through these modify
the cross section until the target value is met. As opposed to method 3 and
method 4 this method evaluates the results from simulations instead of just
considering conveyance reductions at user specified water levels.

If a non-zero change in water level is specified the method will try to satisfy
this request. Further if additionally a non-zero energy level change is also
entered the method will check if this level is violated. If the latter is the case
the method will modify the cross section until the energy level request is sat-
isfied.

If the user only specifies a change in energy level which is non-zero then the
module will aim at satisfying this energy level request.
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The maximum number of iterations allowed is user defined but is set to 20 per
default. If this limit is reached a warning is issued and the best result from the
iteration is used as output.

1.17.3 Additional specifications for encroachment calculations

Side specification
The user may specify whether the encroachments are to take place on

—  both flood plains
—  the right flood plain
—  the left flood plain

If the fixed width method is used (method 2) then the simulation will carry out
the encroachment calculations for both flood plains. In the latter case the side
specification is ignored.

Conveyance reduction specifications
MIKE 11 allows three different types of conveyance reduction:

— Equal conveyance reduction: The simulation tries to satisfy the
request by reducing the conveyance equally on the flood plains. In
accordance with the user specified total reduction (in percentage).

— Relative conveyance reduction: The simulation tries to satisfy the
request (total reduction) by reducing the conveyance relative to the
conveyance on the flood plains in the reference simulation. This is
only of importance if method 3 or 4 is used.

—  Specified conveyance reduction: The user specifies the left and right
reduction. The total reduction equals the sum of the left and right
reduction. Note that this setting has only effect for method 3.

Target values
For methods 4 and 5 the user must specify one or more target values.
Target values are of two types:

—  Water level change.
— Energy level change.

The target water level is then given by the reference water level plus the user
specified water level change. Similarly the target energy level is given by the
reference level plus the energy level change.

If method 4 is chosen a non-zero value must be entered for the water level
change. The target water level is then used to obtain the placing of the
encroachment stations. The energy level is ignored using method 4.
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If method 5 is chosen then either a non-zero water level change or a non-zero
energy level or both should be entered. If both an energy level and a water
level is specifies the simulations aims at satisfying the water level target with-
out violating the energy target level. If only a water level or an energy level is
specified the simulation will only try to satisfy this request.

1.17.4 Cross sections after encroachment

114

The encroachment module manipulates the cross sections by inserting ‘verti-
cal’ sections at the position of the encroachment stations (see Figure 1.44).

The relative resistance of the left vertical section is set equal to the value at
the point just prior to the placement of the vertical section. Similarly the rela-
tive resistance of the right vertical section is set equal to the value at the point
just post the placement of the vertical section (see Figure 1.45).

Marker 1 Marker 3

Encroachment stations

Left affset

Left floodpla
st floodplain Right floadglain

Z
F

|

Figure 1.44 The geometry of the cross section after encroachments.

Figure 1.45 The definition of the relative resistance on the vertical sections of the
flood plain encroachment stations: (a) left flood plain (b) right flood
plain.
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1.17.5 Encroachments at structures

The encroachment module does not allow encroachments of cross sections
just upstream or downstream of structures.

1.17.6 Encroachments at nodes

MIKE 11 uses water level compatibility at nodes, thus all cross sections
located at the same node will have equal water level. For this reason MIKE 11
does not permit encroachments at cross sections located at nodes.

1.18 Flood Plains

Description of flow over flood plains can be achieved with several different
types of model schematisations depending on the topography of the flood
plain and the nature of the flow.

In spilling areas natural levees are formed along the river by sedimentation
due to the abrupt reduction in flow velocity of the entering water. In predomi-
nantly drainage areas, these levees are not present. The principal difference
between the two situations is shown in Figure 1.46

SPILLING AREA

=

DRAINAGE ARE

Figure 1.46 Principal difference between drainage and spilling areas

This schematisation of the flood plain may not be adequate if sediment trans-
port is to be calculated especially where the hydraulic resistance in the flood
plain is significantly different from that in the channel. This is because the
sediment transport is very sensitive to the value of velocity and the cross-sec-
tionally averaged velocity will not be representative of the actual velocity in
the flood plain. For this situation, the river and flood plain may be schema-
tised separately using two or more parallel model branches connected by
broad crested weirs as for the spilling area defined below.

In a typical drainage area, it is generally reasonable to assume that the water
level is the same in the river and on the flood plain. The flood plain storage,
thus, can be included directly in the modelled river cross section through the
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width parameter, and only one model h-point is required to determine the
water level over the whole area.

In a typical spilling area, the water levels in river and flood plain might differ
due to the separation by a levee. One h-point at each side of the levee is thus
required to describe the conditions. Between the two h-points a Q-point is
placed representing the discharge over the levee. A weir equation is applied
to describe the magnitude of the discharge. This discretisation is shown in the
right hand part of Figure 1.46. A schematic plan view of such a discretisation
is shown in Figure 1.47.

Figure 1.47 Discretisation with flood cells

If water flows along the flood plain then the momentum equation must also be
modified. The flood plain is divided into cells with one h-point describing the
water level in each cell. Over the flood plains, flow can take place from one
cell to the next. This is described by introducing a model branch between the
cells (see Figure 1.47). The boundaries between the cells are normally cho-
sen along natural elevations such as road or railway embankments. Where
such features do not exist or are not sufficiently significant to merit explicit
representation (but may be implicit in the flood plain roughness), the Saint
Venant equations can be applied. The water surface slope will then vary line-
arly between h-points.

If no cross-section data exists on the flood plain, the cross-section parame-
ters can be derived from a storage-elevation relationship as described below.

The storage-elevation relationship derived from a contour map is entered as
additional flooded areas versus elevation in the cross section editors pro-
cessed data menu. Care should be taken when defining this relationship for
the reasons described under section 1.14 Energy Loss (p. 98). The width val-
ues should be entered as zero.
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From this relationship the storage volume of the cell (denoted by V) can be
determined as a function of elevation, and the cross-sectional area of the
flood cell can be approximated as

A(h) = Y(T”) (1.151)

where, L is shown in Figure 1.48.

ACTUAL WATER LEVEL
STANDARD MODEL
REFRESENTATION

Figure 1.48 Long section of cell discretisation

This will represent a measure for the average cross-section along the flood
plain. The average resistance radius can similarly be approximated with:

R(h) = Y0 (1.152)

When spilling starts, huge flows of water may suddenly be generated, possi-
bly causing numerical instabilities. This problem can be overcome by giving
the levee along the river a V-formed shape in the mathematical description,
see Figure 1.49.

This ensures that spilling starts gradually instead of instantaneously over the
whole section. This corresponds, in fact, to the situation in nature, where the
irregularities in levee height cause the spilling to start sooner at some places
than at others.
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Figure 1.49 V-formed levee long section

The computed water level in the cell is not representative for all locations
within the cell, but is an average as shown in Figure 1.48. To interpret the
model results, the computed water level should be transformed into an aver-
age depth of inundation within the cell as given by:

v
S(h)

average inudation depth = (1.153)

1.19 Flow Descriptions

The model provides a choice between 3 different flow descriptions:

1. dynamic wave approach which uses the full momentum equation, includ-
ing acceleration forces, thus allowing the simulation of fast transients,
tidal flows, etc. backwater profiles may also be calculated;

2. diffusive wave approach which only models the bed friction, gravity force,
and the hydrostatic gradient terms in the momentum equation. This
allows the user to take downstream boundary conditions into account,
and thus simulate backwater effects;

3. kinematic wave approach. The flow is calculated on the assumption of a
balance between the friction and gravity forces.

Depending on the type of problem, the user can choose the most appropriate
description. All three approaches simulate branched as well as looped net-
works.

1.19.1 Dynamic Wave and High Order Dynamic Wave

The dynamic and high order dynamic flow description should be used where
the change in inertia of the water body over time and space is of importance.
This is the case for all tidal flow, and in river systems where the water surface
slope, bed slope and bed resistance forces are small.

The high order flow description includes a high order and upstream centred
description of the friction terms in the momentum equation. This formulation
allows the simulations to be done with a larger time step, than would be the
case for the non-high order description. The non-high order dynamic formula-
tion is only included to allow re-production of simulation results done in previ-
ous version of MIKE 11.
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See section 1.30 Saint Venant Equations (p. 159) for details of the governing
equations.

1.19.2 Diffusive Wave

The diffusive wave description ignores the inertia terms and is therefore suit-
able for backwater analyses, cases where the bed resistance forces domi-
nate, and for slowly propagating flood waves where the change in inertia is
negligible. It is not normally suitable for tidal flows.

The modified ‘diffusive wave approximation’ is derived from the general Saint
Venant Equations by neglecting all momentum terms as follows:

This formulation still ensures a backwater description through the oh/ox term.
For stability reasons the oh/ox term is dampened in the solution, which means
that only relatively steady backwater phenomena (compared to the time step)
are resolved.

1.19.3 Kinematic Wave

The assumption of a balance between the friction and gravity means that the
kinematic wave approach cannot simulate backwater effects. Thus this
description is appropriate for relatively steep rivers without backwater effects.

1.19.4 Which Flow Description?

The dynamic wave description is recommended to be used in all cases
except where it can be shown that either the diffusive or kinematic descrip-
tions are adequate.

The diffusive and kinematic wave approximations are simplifications of the
full dynamic descriptions. They are implemented to offer improved computa-
tional efficiency, but should only be used when the omitted terms have insig-
nificant influence. When there is any doubt it is better to use the full dynamic
description or trials should be undertaken to establish the difference between
alternative methods, and advice sought from experienced persons. It is very
important to have a solid understanding of the influence of the different terms.

None of the three wave descriptions includes detailed hydraulic descriptions
of hydraulic jumps. However, the chosen formulations ensure a correct
description upstream and downstream of the jump.
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1.20 Initial Conditions

1.20.1 User-Specified

The initial conditions can be specified by the user in the Simulation Editor
under the Simulation tab.

1.20.2 Auto Start, Quasi-Steady Solution

In the automatic calculation, a steady state backwater calculation using the
steady state version of the Saint Venant Equations is performed to determine
the water levels and discharges in the model using the boundary condition
values at the start of the simulation. An iterative procedure is used to obtain a
correct discharge distribution between diverging branches. The maximum
number of iterations is specified by the MaxlterSteady (p. 64) in the Hydrody-
namic Parameters Editor under the Default Values tab. See section 1.26
Quasi-Steady Solution (p. 129).

1.20.3 Hot Start

User-specified initial conditions for a simulation can be obtained from an
existing result file (.res11) as long as it is complete and exactly compatible
with the new computation.

1.20.4 Combined Auto Start and user-specified initial conditions

In some cases the auto start procedure is not capable of calculating the initial
conditions. This is the case for instance if the model includes flood plains
described by a separate branch and the initial water level in the main river
gives no flow from the main river into the flood plain. The initial h and Q in the
flood plain is thus not defined. By specifying the initial h and Q for the flood
branch in the Hydrodynamic Parameters Editor under the Initial tab, it is still
possible to use the auto start procedure for calculating initial h and Q in the
main river. The combined auto start and user specified initial conditions is
selected by setting the switch in the initial condition box in the simulation edi-
tors simulation tab.

1.21 Kinematic Routing Method

General
Two different routing methods have been incorporated into MIKE 11 HD. At a
given time level, the routing methods are used to determine the spatial varia-

tion of the discharge at Kinematic Routing branches. The implemented meth-
ods are:

e  Muskingum method
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e  Muskingum-Cunge method

Similarly, two methods have been incorporated into the model, which are
used to compute the water level at Kinematic Routing branches:

e User-defined discharge-elevation method

e Resistance method

Definition of a Kinematic Routing Element

Figure 1.50 shows an example of a Kinematic Routing branch, at which two
Kinematic Routing points are defined. Each point is located at a discharge
point and the temporal transformation of the discharge takes place at this grid
point. The quantification of the discharge at a Kinematic Routing point is
obtained by considering the inflows to the Kinematic Routing element in
question, cf. Figure 1.50. The inflows constitute the discharge at the
upstream elevation point (including lateral inflow at that point) and the sum of
the lateral inflows at all interior elevation points of the considered Kinematic
Routing element.

The extent of each Kinematic Routing element is governed by the number of
Kinematic Routing points specified at each Kinematic Routing branch. The
upstream boundary of an element is determined as the larger of the following:

o Chainage of upstream node (elevation point)

o Chainage of elevation point located just downstream of closest upstream
Kinematic Routing point (elevation point)

The definition of a Kinematic Routing element ensures that the entire branch
is described correctly regardless of the number of routing elements specified
by the user. Note that a Kinematic Routing element is located from one eleva-
tion point to the other, while the Kinematic Routing point is located at a dis-
charge point.
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" River branch

Water level point

Discharge point

Lateral inflow

Routing point, at which discharge transformation takes place

% pIL S

Routing element used to quantify the discharge at a routing point

v v v v

Downstream end

Upstream end

Figure 1.50 Definition sketch of MIKE 11 Routing branch, Kinematic Routing ele-
ments and transformation points.

Figure 1.51 Successive computation of discharge at Kinematic Routing branches.
The numbers denote the branch calculation order for a Kinematic Rout-
ing branch network.

Discharge Computation

At Kinematic Routing branches, the discharge is computed in the direction of
positive flow. In order to ensure that water is discharged correctly from fur-
thest upstream in the river network the discharge computation starts at the
upstream end of those Kinematic Routing branches located furthest upstream
in the river network. At a given discharge point this concept ensures that the
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discharge values used as input to the Kinematic Routing method at that point
have been updated beforehand. In effect, this means that the Kinematic
Routing branches are updated in accordance with Figure 1.51.

The Muskingum method is a hydrologic routing method used to handle a var-
iable discharge-storage relationship. The method models the storage volume
of flooding in a river by combination of wedge and prism storages. During the
advance of a flood wave, inflow exceeds outflow, producing a wedge of stor-
age. During the recession, outflow exceeds inflow, resulting in a negative
wedge. The Muskingum method is written:

:H = C1Q€:+1+C2QI/:+C3QI::+1+C4 (1.154)

where indices i and j, respectively, refer to the considered grid point and time
level. The variables, Cq - C4, are given by

At—2Kx

L LA - 1.1
€ 2K(1-x)+At (1155)
At+2Kx
C, = ——22% 1.156
2 2K(1-x)+At ( )

c, - 2K At

2K(1—x) + At (1157)

A
C, - QiarAt (1.158)
2K(1—x) + At

In the Muskingum method the computational input parameters, K and x, are
fixed in time and space. Since in MIKE 11 HD the time step is fixed, too, Egs.
(1.155) - (1.158) need to be evaluated only once.

At a Kinematic Routing points the discharge variable is updated from one
time level to the next on the basis of the previous and new discharges at the
location of the upstream boundary of the considered Kinematic Routing ele-
ment as well as the previous discharge at the Kinematic Routing point in
question, cf. Figure 1.50. Moreover, the total lateral inflow to the Kinematic
Routing element (denoted Q) is evaluated as the mean of the previous and
new total lateral inflows for the considered Kinematic Routing element.

In contrast to the Muskingum method, the Muskingum-Cunge method does
not take any input parameters, since these are computed at each Kinematic
Routing point and at each time level.

The Muskingum-Cunge method is based on the diffusion wave model, which
neglects local and convective acceleration terms but includes the pressure



term. Thus, the Muskingum-Cunge model approximates the diffusion of a nat-
ural flood wave.

The Muskingum-Cunge computation uses the same equations as the
Muskingum method, but the parameters K and x are functions of time and
space. They are given by

K = AC—X (1.159)
k
1 Q
- (1o 1.160
X 2( BCkSOAx) ( )

_ dQ _ 9Qox , 0Q ot

kT gA  xoA OtoA (1.161)

In Egs. (1.159) - (1.161), Ax is the length of the considered Kinematic Routing
element and S is the bed slope. The variables B, A and Q, respectively, are
the width, the cross sectional area and the discharge, all of which represent
the Kinematic Routing element in question. The variables x and t are space
and time variables, respectively.

The variables, B, A and Q are evaluated at the elevation point just upstream
of the considered Kinematic Routing point. Since at this water level point the
computation of the water level depends on the new discharge computed at
the Kinematic Routing point, the discharge at each Kinematic Routing point is
obtained by iteration. Typically, about 10 iterations are required to obtain an
accuracy better than 10-4.

Computation of Water Level

Having computed the discharge at the Kinematic Routing branch under con-
sideration, all the interior elevation points of that branch are computed. Since
Kinematic Routing points are defined as Q-points, computation of the water
level may require interpolation between upstream and downstream informa-
tion. Consequently, both an upstream search and a downstream search for a
Kinematic Routing point is done. In the case of both an upstream and a
downstream Kinematic Routing point, the water level is computed at both
Kinematic Routing points and a linear interpolation is made to obtain the
water level at the water level point in question.

Should the search efforts fail to find an upstream and a downstream Kine-
matic Routing point, the Manning equation is used to compute the water
level.

Regardless of the method used to compute the water level, a check is made
to ensure that the computed water level is not located below the top of the
slot.
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At nodes of Kinematic Routing branches, the water level is computed using
the same procedures as currently used in MIKE 11 HD. This concept ensures
that the water level is continuous from one branch to the other.

If, at a Kinematic Routing point, the user has chosen a QH-relation the dis-
charge computed by use of a Kinematic Routing method is used to interpo-
late in the QH-table at the elevation point in focus.

If, at a Kinematic Routing point, the user has chosen the Manning resistance
method the discharge is computed by employment of the Manning equation.
It is written

2 1
Q = MR’S;A (1.162)

in which M is the Manning resistance number, R is the hydraulic radius, Sy is
the bed slope, and A is the cross sectional, wetted area. Since M, R, and A
are functions of the water level, the cross sectional area is found by iteration.
Once the area has converged to a satisfactory accuracy (10-3), the water
level is looked up in the cross section table of MIKE 11 HD.

1.22 Lateral Inflows

A lateral inflow, for example a side tributary which is specified in the Boundary
Editor or NAM input which is specified in the River Network Editor under Tab-
ular view: Runoff/groundwater links is described by a Q-t relationship. It
represents an addition to the flow in the channel at the point of entry specified
in the boundary editor or the network editor respectively, and is thus added
into the continuity equation. A lateral momentum contribution is not included.
A lateral inflow, therefore, differs from the Q-t relationship which is used in the
definition of a regulating structure. For the latter, the Q-t relationship repre-
sents the total flow at a control point and replaces the momentum equation at
this point, whereas the lateral inflow is an addition to the flow and is not a
control point.

1.23 Leakage

Ground Water Leakage is calculated as an internal sink, with discharge out of
all h-grid points included is a per length contribution proportional to; 1) a con-
stant specified in HD parameter file, 2) the water depth above ground water
head, and 3) the wet perimeter of the cross section.

Leakage in MIKE 11 engine is calculated as

QLeakage = CL-P-D-Ax (1.163)



where:

— CL : Leakage coefficient (user defined)
— P : Wet perimeter (Area/Hydr.Radius)
— D: Water depth

—  Ax:grid spacing

1.24 Low Flow Conditions

During low flow, the cross-sections along certain model stretches may "dry
out" (meaning that the water level falls below the river bottom). Apart from
other problems, this gives numerical difficulties which, if no special measures
are taken, prohibits a continuation of the computation.

The problem is handled in MIKE 11 by the aid of two numerical features:

1.

A narrow slot below the cross-sections is introduced so that the calcula-
tions can continue when the water surface falls below the bottom of the
bed. If the water level reaches the bottom of the slot, a small amount of
water is automatically added to prevent a complete drying out. The
applied slot shape starts at a height DELH above the river bottom and
extends to 5 x DELH below, Figure 1.52. DELH is specified in the Hydro-
dynamic Parameters Editor under the Default Values tab. The descrip-
tion above DELH over the river bottom is not affected by the slot. Below
this point, the calculation of both A, R and b is affected as well as the
weighting coefficients in the numerical solution. The computed conditions
below this point should thus not be given much weight, but should be
seen as a "stand-by" condition until flow starts again.

The geometry of the slot may be of two types: 1) the width varies as the
square root of the depth in the slot or 2) the geometry is so that the cross
sectional area is continuous across the local water level DELH. For the
latter case the geometry does not introduce an error in the overall water
amount as long as the water level doesn’t reach the bottom of the slot.
For details on the geometry of the slot please refer to section A.2 Area
Preserving Slot (p. 395).

Note: The geometry of the second type of slot is different from earlier
versions of MIKE 11 (1999b and prior), and may cause instabilities for
some setups which are converted into MIKE 11 2000. To overcome this
difficulty the old slot description may be chosen by setting the following
switch in the MIKE11.ini file (default in v. 2000b and later is OFF):

HD-Variables no 13:
AREA PRESERVING_SLOT=0OFF

For low flow conditions the use of the Saint Venant equation to describe
the momentum balance becomes unphysical. MIKE 11 handles this by
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gradually substituting the momentum equation for low flow condition with
a zero flow condition. This weighting is a function of the local water depth
and is implemented in such a way that the zero flow condition has full
weighting if the water level is less or equal to the local bottom level.

Note: The suppression of the momentum equation for low flow situations
is a new feature for MIKE 11 (v.2000 and later), and may cause instabili-
ties for some set-ups which are converted from an earlier version of
MIKE 11 (v.1999b and earlier). To overcome this difficulty the suppres-
sion may be overruled by setting the following switch in the MIKE11.ini
file (default in v. 2000b and later is ON):

HD-Variables no 12:

QZERO_METHOD=0OFF.

If one of the two above mentioned switches are set to ON the user might be
forced to decrease the time step in a set-up. The gain being the increase in
accuracy in the mass balance.

Figure 1.52 Cross-sections with artificial slot

1.25 Pumps

Pump structures in MIKE 11 are divided in two distinct groups, pumps with
internal outlet and pumps with external outlet. Pumps with internal outlet
increases the local water level within a branch whereas pumps with external
outlet pumps water out of the branch

Pumps with internal outlet are like most other structures placed in a Q-point,
whereas pumps with external outlet are placed in h-points.

1.25.1 Capacity

Pumps may be specified either as pumps with fixed capacity or by a pump
characteristic. When pumping with fixed capacity the pump pumps with the
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given rate whenever it is fully on. The only deviations from the specified
capacity appears during start-up, close down and when the pump is of.

Alternatively pumps may be specified by a pump characteristic relating the
pump discharge to the lift height. The lift height is calculated as the difference
between the larger of the downstream water level and the outlet level and the
upstream water level.

Ah = max(hout!etﬂhdownstream) - hupstream (1.164)

Examples of pump characteristics are included as Figure 1.46.

L=t Q-AH-curve, pumping with chainage
&= Q-AH-curve, pumping against chainage
—+— Limit points

V]

Figure 1.53 Pump characteristic examples.

1.25.2 Start/Stop control

The pumps are controlled by simple start-up and close down periods. The
periods specifies the time used by the pump for changing its discharge from
full to zero and vice versa.

Internal outlet

The equation governing the flow through a pump with internal outlet is
obtained by Taylor expansion of the discharge at time step n+1.
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1.25.4 External outlet

For the external outlet the pumps are modelled as pumping out of the branch
to an outlet with the level specified in the input. Mathematically the pumps are
modelled by including a source term in the continuity equation. The source
describes the pump discharge at time step n+3 (0<=8<=1). The discharge at
time n+3 is approximated suing linear interpolation between the pump dis-
charge at time n+1 and at time n. The discharge at time n+1 is approximated
using Taylor expansion including both timevarying change due to pump start-
up/close down and change due to change in water level.

1.26 Quasi-Steady Solution

A solution of the quasi-steady version of the Saint Venant equations is deter-
mined iteratively for the automatic calculation of the initial conditions. The
boundary condition values used are those at the start of the simulation.

The quasi-steady solution is also used for simulation of long term phenomena
such as morphological changes or the effects of pollutants on water quality.
As the calculations are based on steady flow conditions there is no upper sta-
bility limit to the computational time step. This enables long term simulations
to be carried out at a fraction of the computational time that would be required
when using the fully dynamic solution.

Generally, the quasi-steady solution requires discharge boundary conditions
at all inflow boundaries and water level or Q-h relationships at outflow bound-
aries, but the model will often work also for other combinations. However, if
only Q-boundaries are specified the steady solution is undefined mathemati-
cally, and the model will not work.

In a system without bifurcations the steady solution is easily obtained with a
simple backwater solution procedure starting from outflow boundaries and
marching against the flow direction from one h-point to the next using an iter-
ative method. At bifurcations the discharge should be divided in the bifurcat-
ing branches in such a way that the calculated water levels in the bifurcating
branches are identical. This discharge distribution is also obtained via an iter-
ation procedure. Thus, the steady state solution is obtained from a nested
iteration procedure, viz. an overall iteration procedure to obtain the correct
discharge distribution in the system and an iteration procedure to calculate
the water level difference between neighbouring h-points.

A linear relationship is established between the water levels in the upstream
(hypstream) @nd downstream (hgownstream) NOdal point in a branch and the dis-
charge in the branch, i.e.:

Qbranch = eyh + elh

0" "upstream

+f (1.165)

downstream



This equation has the same structure as used in the fully dynamic model at
every time step, see section A.5 The Double Sweep Algorithm (p. 407). The
boundary conditions are introduced into the solution in the same way as in
the fully dynamic solution (in fact the program code is re-used).

The linear relationship is based on three backwater calculations for each
branch, assuming that the downstream water level and discharge are known
(in the first iteration step a quite primitive first guess is used). The first back-
water calculation is carried out with the current iteration values of the dis-
charge and downstream water level. The second one is carried out with a
slightly larger discharge (usually a 20% increase), and the third one with the
downstream water level increased by 20% of the downstream water depth.
From these three backwater calculations the following relationship is calcu-
lated:

hupstream = O(’hdownstream + BQbranch + Y (1 166)

Comparing Equations (1.165) and (1.166) it is seen that:

1
e = =
"B
e = —% (1.167)
f=_1
p

After establishing a linear relationship for each branch, and using a water
level compatibility and a continuity equation at each node (e.g. the water lev-
els in all connecting branches have to be identical and the sum of inflow and
outflow to the node is zero) a linear system of equations for the water levels in
all nodes is obtained (similar to that obtained in the double sweep algorithm).
These water levels are subsequently used to calculate the discharges in the
branches using Equation (1.165). The next iteration starts with the following
values

h,., = Relaxh + (1 —Relax)h (1.168)

calculated previous iteration

Qnew = Relax Qcalculated + ( 1- Relax) QPrevious iteration (1 169)

This relaxation of the solution is not required in a single branch system with-
out bifurcations (hence Relax=1). In more complex systems, Relax < 1.0
should be used. The relaxation coefficient (Relax) is an input parameter to
the model.

There are some pitfalls using the quasi-steady model. For example, from
Equation (1.167) it can be seen that when B is very small or zero the solution
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may become unstable. According to Equation (1.166) this occurs when the
upstream water level is independent of the discharge (i.e. nearly horizontal
branches). This situation occurs in very short branches with cross-sections
which have very large conveyance compared to the discharge or in branches
with little resistance. In most cases this situation is avoided by increasing the
discharge in the backwater simulation with increased Q until § is greater than
a threshold value, Beta_Limit. Beta_Limit is an input parameter to the model
(default value 10-8). However, occasionally the velocity may increase at
greater pace than the water level at the upstream end of a branch causing
stability problems. Reasonable initial conditions can be obtained by sup-
pressing the convective acceleration term in the momentum equation.

Another problem may occur in nearly horizontal branches. As mentioned
above, the backwater calculation is based on an iterative calculation of water
levels from one h-point to the next. If the stop criterion for this iteration is of
the same order of magnitude as the total water level difference between
upstream and downstream ends of the branch, the coefficients in Equation
(1.166) (and hence Equation (1.165)) are inaccurately determined which will
generate oscillations in the solution and poor convergence of the solution
algorithm. This problem is overcome by using a stop criterion in the backwa-
ter algorithm which is related to the total water level difference in the branch,
l.e..

h _1

conv KI( h h

(1.170)

upstream h downstream) conv_factor

N = number of h-points in branch

To avoid underflow problems it has been necessary to limit h¢,,, by a mini-
mum value Min_Hconv_In_Branch. hgy Factor @nd Min_Hconv_In_Branch
are input parameters with default values of 10-2 and 105 respectively. In
cases where h.g,, is limited by min_h,,,_in_branch oscillations in the dis-
charge may occur, although the water levels will be stable provided hg, is
small. Overall convergence is therefore tested on both h in nodal points and
Q in branches, where only one of the two has to be satisfied, i.e. the iteration
stops when for all branches:

(Qnew' Qold) < qstop

where,

qstop = Z Qinﬂow qconvﬁfactor (1 A71 )

and

z Qinﬂow = Qmax (1 A 72)



or

(Pyew — hyg) < h (1.173)

new stop
Qeonv_factor @Nd hgtop, are input parameters with default values 10-3 and 104,
respectively.

In model setup with structures having a zero flow condition the up- and down-
stream water levels are uncorrelated, hence no linear relationship (Equations
(1.165) and (1.166)) between discharge and up- and downstream water lev-
els can be established. The model overcomes this problem by introducing a
"slot" in the structure as outlined in Figure 1.54.

Figure 1.54  Solution at a structure with zero flow

If Q < Qs and hc > hOId then:

_ Q
neWupstream B hnewdownstream + Qs(hc N hnewdownstream (1 174)
Q; is related to the total inflow to the model (Q,,4x) by:
C?s = Qmaxqslruc_factor (1-175)

The Gstruc_factor IS @n input parameter with default value 5-10-3.

In certain model setup a steady solution can not be defined in some areas.
This will typically be the case where structures with zero flow are placed in
series, see Figure 1.55, and in models with "dry" flood plain cells. If nothing
else is specified the model will introduce slots and "leak" a small amount of
water through the structures isolating the area of the model without any math-
ematical solution to the steady flow equation. This may result in undesirable
water levels at e.g. flood plains. The user has the option to specify certain
areas where the steady-state solution is over ruled by user-specified values
of Q and h. The user should be careful selecting values which are compatible
with the overall hydrodynamic conditions in the model.
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Figure 1.55 Areas with undefined steady solution

The simulation time depends on the complexity of the setup. In systems with-
out bifurcation the iteration converges quickly. The input parameters Relax,
beta_limit, Agony, MIN_heony_in_branch, geony factor @Nd Gstruc factor NAVE, Natu-
rally, a large effect on the speed of convergence. -

In order to optimize the convergence parameters both with respect to accu-
racy and computational time it is recommended that the parameters be
adjusted so that a satisfactory solution is obtained for a low flow condition. If
the parameters are adjusted adequately for the low flow conditions then the
parameters will also produce accurate results for higher flow conditions.

The optimization is carried out by running the hydrodynamic model for con-
stant low flow conditions until steady conditions are obtained. These results
can then be compared with those obtained using the quasi-steady model. It
has to be emphasized that the parameters are 'model specific', i.e. each
model setup and associated flow conditions require an individual optimization
of the parameters.

1.27 Quasi-two dimensional steady flow with vegetation

The module takes the effects of vegetation into account for steady flow. Each
cross section is divided into subsections. Each subsection being one of four
different types:

e Normal zones (p. 136).
e Vegetation zones (p. 139).

e Vegetation zones adjacent to river levee (adjacent vegetation zones)
(p. 143).

o Dead water zones (p. 144).

The analysis is based on a parallel channel assumption, where the exchange
of momentum between adjacent channels is taken into consideration. The
extent of each of the parallel channels/subsections is based on the classifica-
tion of the individual points in the cross section profile. The extent of a given
subsection of a certain type is found as the extent of consecutive points being
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of this specific type. The type of the individual segments is determined on the
basis of the end point of the segment.

The exchange of momentum between the different subsections is modelled
as a shear stress using an expression of the following form

T = pfAV|AV (1.176)

where p is the density of the water fis a mixing coefficient and AV is the
velocity difference across the given boundary. For a water-water boundary
between subsections i and i+1 the difference in the average velocity is given
by AV = V-V,,4. For a water-vegetation boundary the velocity difference is
given by AV =V, since it is assumed that there is no flow among the vegeta-
tion. The mixing coefficients or diffusion coefficients have (empirically found)
default values but can be altered by the user in the Hydrodynamic Parame-
ters Editor if desired (see section 6.18 Mixing Coefficients (p. 359) in the User
Guide). Dead water subsections are treated as sections where the velocity is
equal to zero.

For each cross section it is assumed that the parallel channels all have the
same energy slope / for a given water level. Based on this assumption a
momentum equation is applied to each subsection in the cross section:

20
n; V;
PI—73Pred,it Tw, ,iPw, it Tw,r,iPw,ri
i (1.177a)
1, iPu it T iPui = POAIL
fori=1,...,N.

If a resistance radius formulation is used the momentum equation (1.177a)
reads

ni i
PQ—R4/3A/+Tw,/,iPw,/,/+Tw,r,iPw,r,i
' (1.177b)
1y iPuit TPy = POAL
fori=1,..,N.
where:

pdensity of water.

gacceleration due to gravity.
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Rhydraulic/resistance radius of subsection. i.
n; Manning’s roughness of subsection /.
Viaverage velocity of subsection i.

Ppeq wetted perimeter of river bed/top of submerged vegetation of
subsection i.

TwyriShear on left/right water-water boundary respectively of sub-
section i.

Py, iwetted perimeter’ of left/right water-water boundary respec-
tively of subsection i (see Figure 1.56).

Ty, ishear on left/right water-vegetation boundary respectively of
subsection i

P, i wetted perimeter’ of left/right water-vegetation boundary
respectively of subsection i (see Figure 1.56).

Awater area of subsection i.
lenergy slope at considered cross section.

Nnumber of subsections at considered cross section.

1

i+1

YEQ

Figure 1.56 Definition of ‘wetted perimeters’ of a subsection. In the above the right
‘wetted perimeter’ of the vegetation-water boundary is zero.
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Further the subsection average velocities V; must satisfy a mass balance
equation i.e.

N
S VA = Q, (1.178)

i=1
where Q is the discharge at the given cross section.

Thus the problem consists of solving N+1 algebraic non-linear equations for
the same number of unknowns (subsection velocities and the energy slope /).
To this end Newton Raphson’s method is used.

1.27.1 Zone classification

Normal zones

Zones, which are not dead water zones (zones with velocity equal to zero)
and do not have any vegetation, are termed normal zones. The code pro-
vides three alternatives for the calculation of the hydraulic radius for a normal
subsection:

1. Resistance radius (p. 136).

2. Depth integrated hydraulic radius (p. 137).

3. Hydraulic radius (p. 137).

The radius is set in the "MIKE11.ini" file which is located in the "WINDOWS"

directory. The QSSVEG_RADIUS variable is set to either 1,2 or 3 respec-
tively.

Resistance radius
The resistance radius and Manning’s n of a given normal subsection is calcu-
lated on the basis of

JJNhS/zdy

_(1¢N 32 2 v

Rh(AJ;)h dy) ,ncm (1.179)
o N Y

where A is the water area of the subsection, h the local water depth and y,,
yn are the end points respectively of the subsection.
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Depth integrated hydraulic radius
For a profile without any vertical walls the hydraulic radius and Manning’s n of
a given normal subsection may be calculated on the basis of

N 5/3
1N, 5/3 3/2 ‘Coh &y
Ro= (L] 0" ay) " ng =2 (1.180)
Aly, jyNhs/3d
o N Y

where A is the water area of the subsection, h the local water depth and y,,
yn are the end points respectively of the subsection.

Hydraulic radius
For a subsection with vertical walls and non-varying Manning’s n the classical
expression used for calculating the subsections hydraulic radius is given by

R, = 'g (1.181)

For varying Manning’s n the formula used for calculating the hydraulic radius

IS
N 3/2
ZA,.R,Z/3
R, = | =7 (1.182)
XA
i=1
where
A.
R = —L (1.183)
! Pc,i

and A;,P;; are the area and wetted perimeter of the given segment j respec-
tively (see Figure 1.57). If the segment does not have vertical walls then
Pei=Pi.
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Figure 1.57 The determination of hydraulic radius for a segment with vertical side
walls. The compound wetted perimeter of the segment is also illus-
trated.

Manning’s n. is determined from

n, = (1.184)
N 3
I
i=1 nc,i
where
2
3 333
Pn? + Z:Pn2
ical
A Side walls (1.185)
ci
T
vertical
side walls

where n is Manning’s n for each of the vertical segments.

Normal zones adjacent to one another

Two normal zones may be adjacent to one another if they lie on either side of
a marker indicating a border between the low water channel (LWC) and the
high water channel (HWC). The markers which determine these borders may
be set in the Cross Section Editor (see Chapter 3 Cross Section Editor
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(p. 169) in the User Guide). The markers are numbered 4 and 5 respectively.
The mixing coefficients at these boundaries have default values given by

0,17 for g <0,6
b
fwat = f(g) =1 0,07 for 0,6< g <08 (1.186)
b
< =
0,04 for 0,8 < B

where
bthe low flow channel width (distance between marker 4 and 5)
Bthe width of the channel (water surface width)

The mixing coefficient may be changed under the Mixing Coefficients tab (see
6.18 Mixing Coefficients (p. 359) in the User Guide).

Vegetation zones
Vegetation zones are implemented so that the top of the vegetation is hori-

zontal. This horizontal level is defined as the average elevation of the vegeta-
tion zone plus the average vegetation height in the zone i.e.

Y> Yo
. 1 1
horizontal level = zdy + h,d 1.187
yz—ylI y yz—y1J il 1187
¥ 2

where z is the vertical coordinate given with respect to the given datum and
h, is the local vegetation height (see Figure 1.58).

average

h‘r vegetation
height
veg. IL/
weg
average
z elevation

Figure 1.58 The implementation of vegetation subsections in a cross section profile.
The profile on the right is the one used for the calculations.
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Figure 1.58 illustrates the implementation of a vegetation zone. If the profile

has a steep gradient this implementation may give rise to a riverbed having a
vertical segment. These vertical segments need special consideration when

calculating hydraulic radius and compound roughness of the subsection.

v v
h
/ s ;ﬂ
Lo Yoy, Y, YN
L L
(@) {b)

Figure 1.59 A vegetation zone with a steep gradient in the bed topography. (a) Raw
data. (b) The profile used for the computations.

The hydraulic radius of a vegetation subsection is calculated using the follow-
ing formula (see Figure 1.59):

N 3/2
ZA,.R,?/3
_ izt
R, 5 (1.188)
where
A hAy:;
R = 2 = 12V ptoriz i, (1.189a)
Ay; Ay
N
A=hY Ay, = hL (1.189b)
i=1
Ay; = Yi=Yi (1.189)
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For the two segments with a partially vertical wetted perimeter the following
expressions are used

A A
R = 1 iy )|
Ay, +F Ay + P (1.190a)
_ AN _ h AyN
v = =
Ayy+P Ayy+P, (1.190b)
Manning’s n is calculated on the basis of the following formula:
N 2
D AR}
nc — i=1
i AR?
=t M (1.191)
where n;is Manning’s n of segment i with n4,ny given by
3/2 3/2 \2/3
n = Plnl +Ay1n1,veg (1 1923)
! P,+ Ay, '
3/2 3/2 \2/3
oo [P AYNIN veg (1.192b)
N P.+ Ay, '

n,nare Manning’s n of the vertical sections to the left and right of
the panel respectively

Nyvegis Manning’s n of the vegetation section to the far left of the
panel

Nyvegis Manning’s n of the vegetation section to the far right of the
panel

Powering Water Decisions 141



) HD Reference Manual

As can be seen if P=P=0 then the expressions simply become

R. = h and (1.193)
n, = NL (1.194)
Ay,
n

If further Manning'’s n is constant through the subsection then n=n,

The mixing coefficients at the subsection boundaries have default values, but
may be changed by the user under the Mixing Coefficients tab.

Figure 1.60 lllustration of mixing coefficients at a vegetation zone.

The effect of vegetation is most significant for values of the average vegeta-
tion height being of the same order of magnitude as the local water depth. To
model this the vegetation height (h,) is taken as being equal to the local water
depth (h) for h,>0.9h (see Figure 1.60). In other words the water above the
vegetation is only considered if it takes up more than 10% of the total panel
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area (water and vegetation). The mixing coefficient at a vegetation boundary
is a function of the width to height ratio of the vegetation given by

1%
0 for hveg <1
v
W 034 w
freg = fveg,b(h—v) for 1< Tveﬂ <345 (1.195)
v v
w
fveg,, for 34,5< —hv—eg
v

where
h,Average vegetation height of panel.
W, Total width of vegetation panel.

freg,pMixing coefficient used at vegetation zone adjacent to levee
(see eq. (1.196)).

freg,Mixing coefficient at of independent vegetation zone equal to
0.1 by default but may be changed by the user in the Hydrodynamic
Parameters Editor under the Mixing Coefficients tab.

Vegetation zones adjacent to river levee (adjacent vegetation zones)

Vegetation subsections next to either of the rivers levees are treated more or
less as independent vegetation zones. The difference in formulation lies in
the values for the mixing coefficients. For an adjacent vegetation the following
values are used as default:

freg. bank = 0,03 (1.196)
and

%
Frat = F(I—ZFb) (1.197)

where the function f is the one used for the mixing coefficients at high/low
water channel boundaries (e.g. (1.186)), W, is the width of the bank vegeta-
tion zone and B is the width of the water surface, dead water zones not
included (see Figure 1.61).

Note that dead water zones on the lee side of vegetation are treated as a

ﬁ vegetation zone.
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YEQ

Figure 1.61  Definition of the width W,, of adjacent vegetation zones.

As for a vegetation zone the water part of the panel is only considered if it is
takes up more than 10% of the total panel area (water + vegetation).

Dead water zones

Dead water zones have zero velocity and appear in two possible situations:
as an effect of expansion or contraction of the channel or the zones may be
implemented by the user. The mixing coefficient at a water-water boundary at
a dead water zone is by default given by f,,~0.04

1.27.2 Solution algorithm

144

The water level profile is found through a backwater analysis.The algorithm
consist of two loops:

e Aninner loop which determines the velocity distribution and energy
slope in a specific cross section for a given water level.

e At outer loop which determines the water level in the cross section
based on the values at the downstream cross section.

Inner loop: Determination of subsection velocities and energy gradient

for fixed water level.
The inner loop solves the momentum equation and the mass balance equa-
tion for a given water level.
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The system of equations to be solved can be written on the following form

2, 2
(Vi s Ve D) = PI9=775Pbed, i+ T 1, iPu i Tw 1 P i
R; (1.198a)
1, Py it TPy i—pgAl = 0
N
gVy V) = T VA-Q = 0 (1.198b)

i=1

If a hydraulic resistance formulation is used then equation (1.198a) is formu-

lated as
n; Vi
fi(Vi, s Ve D) = pg—7Ai T T iPuw, it T, iPu,ri
R; (1.198¢)
TPy it Ty Py i—P9AIl = 0
where i =1,...,N..
Let
f(V,...,Vyn ) = (f, ..., fy) and (1.199a)
V=(V,... V) (1.199b)
be N-dimensional vectors. Newton-Raphson’s method can then be
expressed as
LA VYN v (1.200a)
M= A (1.200b)

m+ 1
/

where m is the iteration number and AV" ! , A are found as the solu-

tion of

of(V™ 1™y of (V™ I™)
oV ol [AV”’”] _ [f(V'", /m)] (1.201)
ag(Vm) 0 Alm +1 _g(Vm)

ov

Powering Water Decisions 145



i ; HD Reference Manual

The above system is not tridiagonal, and the double sweep algorithm thus
cannot be applied directly. On the other hand the matrix of(V™, I")/0V is
tridiagonal since each subsection only interacts with adjacent subsections.
This tridiagonal structure is utilized in the following way. Consider the first N
equations of the above system:

of(V™ 1™
S AV

m+1 _

AV ™) 1

m m
VLI - S

(1.202)

This system may be solved with respect to AV" giving an expression lin-
earin Al

AV = (af(‘év’ )) f(V’" m

af(v’",/’")j otV 1™y m+1 mi
- =x,+
( v 3] Al 1 x,Al

(1.203)

By taking the scalar product with —%—) and inserting the last equation of

the linear system one finds

dg(V") ,ym+l _ o om ag(V) ag(V) i1
—L—av AV g(V7") = =%+ oAl (1.204)

which can be solved with respect to A giving:

—g(v7y - 28V,

1
AIMT = ov (1.205)

og(Vv")
ov

X,

The expression for AV™ ! is now easily computed. Notice that x, and x,

are obtained by solving a tridiagonal system with two right hand sides.

Outer loop: The determination of the water level
The inner loop is used for determining the velocity distribution in a cross sec-
tion for a given value of the water level. The outer loop is the determination of
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the water level in each cross section. For the latter a momentum equation is
solved for neighbouring cross sections:

Jix

VIAB,

VIAB,

29 Jz (AZ 29

=1

) = H,-H,

o N N o 5
+l ni V + l ni_v"P AX
2 A Z 1/3 bedl A Z R!/3 bed, i
- =y ! = 2 (1.208)
1] 1
+ 3 _pgA Z (TW, I, iPw, Lit T ,-PW, rit T in, Lit Ty in, " I.)} AX
- iT\Il 1
1] 1
+§ ogA > P it Twor iPuw,r it TPy it TP I.)} AX
- i=1 )
Where

awvelocity distribution coefficient.
Awater area of cross section.
Hwater level.

B;suppression factor for the panel i (see Suppression of the convec-
tive terms (p. 148)).

AXdistance between cross sections.

Further terms with subscript 1 are values at the downstream cross section
and terms with subscript 2 are evaluated at the upstream cross section. The
goal is the determination of H, being the upstream value of the water level.
Terms with subscript 2 in the above equation implicitly depend on the water
level H, one therefore needs to run the inner loop to determine the subsec-
tion velocities and energy gradient for each new value of H,. Since all other
values can be determined on the basis of H,, the above equation constitutes
essentially an equation in one unknown (H,). The solution to this equation is
found by iteration. To ensure convergence a bisection method is used.

As an alternative to the above equation for obtaining the water level the law of
energy conservation is available for cases with no vegetation/dead water
zones:

e S - -

R (1.207)

2 A2
79 Jax
AZRZ
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To use the energy equation for the determination of the water level the
"QSSVEG_ENERGY" variable should be set to "ON" in the "MIKE11.ini" file
located in the "WINDOWS" directory.

Note that when utilizing the energy equation the cross section is considered
as one panel thus the inner loop for determining the velocity distribution is not
needed.

Suppression of the convective terms
There are three alternatives for the suppression of the convective terms in
either of the equations (1.206) and (1.207):

1. The Froude number is calculated for each of the panels upstream and
downstream and the maximum of these Froude numbers is used for
determining the suppression factor according to section 1.36.1 Suppres-
sion of convective acceleration term (p. 171).

2. A suppression factor is calculated and used for each panel upstream and
downstream. Thus the suppression factor is specific to each panel in the
cross sections. The suppression factors are found according to 7.36.1
Suppression of convective acceleration term (p. 171).

3. No suppression is applied to the convective terms. Caution is recom-
mended when using this possibility since it may cause severe
numerical instability.

The suppression strategy is set using the variable "QSSVEG_SUPPRES-
SION_STRATEGY" in the "MIKE11.ini" file located in the "WINDOWS" direc-
tory.

Upstream centering of bed friction term

To increase the numerical stability of the algorithm an upstream centering of
the friction terms may be applied.

The centering is given by:

b 1-b )—1
1 1 : ;
( +— , for fric, < fric
o e _ . . p down
friction fricgoy, fric,,

b, fricyyy, T (1 — b)) fric

(1.208)
up » for fric,, > fric g,

Subscripts up and down refer to upstream and downstream values respec-
tively.

The terms fric are given by

N n2V2
N | iVi
fric = Z—AZ WA, (1.209a)

i=1 !
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if a resistance radius or depth integrated hydraulic radius formulation is cho-
sen and by

N 2.0
fri - L ni—\/iP 1.209b
nc_ZAZR!/3" (1. )

i=1" 1
if a hydraulic radius formulation is chosen.
The weighting term b, is calculated from

ax) > for Fr. <1

0,1 ,for Fr_. >1

max —

2
b, = | 01+04(1Fr (1.210)

where Frax is the maximum Froude number of the upstream and down-
stream cross sections. The Froude number is expressed as

Fr:_Q_
AJgR

The centering can be switched on by setting the variable "QSSVEG_CEN-
TERING_FRICTION" to "ON" in the "MIKE11.ini" file located in the "WIN-
DOWS" directory.

(1.211)

1.27.3 Bridges

When utilising the steady flow with vegetation module it is possible to include
the effect of bridges on the water level. The water level increment is calcu-
lated under the assumption that the bed slope is zero and the effect of the
bed friction is negligible. Thus in order to minimise the errors introduced by
these assumptions the user should place the cross sections upstream and
downstream of the bridge close to the bridge.

Bridges may be of two types:

e Bridge Piers (p. 150).
e Submerged bridges (p. 151).

Note that the increment due to bridges is only considered if the Froude num-
ﬁ ber of the flow is less than 0.6. If this is not the case a warning is issued.
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The increment in water level due to bridge piers is found on the basis of
D’Aubuisson’s formula (/10/). The code provides two alternatives for the
implementation of this formula:

1.

A rectangular channel analysis is used if a positive value is entered for
the upstream width of the channel (see section Bridges in the User
Guide) thus the increment is obtained through

Ab = - Q) 25 }

29{02@2 ~Wpiers) '} ba(hy +Ah)

(1.212)

where
Ah  increment in water level due to the presence of bridge piers.
Q; discharge downstream of piers.
Q, discharge upstream of piers.
C user defined constant determined by pier geometry.
b, channel width upstream of piers.
hy local water depth downstream of piers.
Wpiers total width of piers.

By rearranging eq. (1.212) a third degree polynomial in Ah is obtained.
The code determines all real roots of this polynomial and the smallest
positive root is used in case of more than one root.

If a non-positive value is entered for the upstream width of the channel
(see section Bridges in the User Guide) a momentum equation is solved
which takes the effect of an arbitrary shape of the cross section into
account:

2 2
H,-H, = L { < —%} (1.213)

2g| ~2 2 2
29[CY A - W, A

H, water level downstream of bridge piers.
H,  water level upstream of bridge piers.

Q, discharge downstream of bridge piers.
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Q, discharge upstream of bridge piers.

hy water depth downstream of bridge piers.

Ay cross sectional area downstream of bridge piers.
A, cross sectional area upstream of bridge piers.

C user defined constant determined by pier geometry.
Wpiers total width of piers.

Eq. (1.213) is solved with respect to H, using a bisection method. Note
that iteration is needed since A, depends on the water level upstream of
the piers.

bridge piers is neglected. The criteria may be altered by setting the variable

8 Note that if the Froude number is above the criteria of 0.6, the effect of the
BRIDGE_FROUDE_CRITERIA in the MIKE11.ini file.

Submerged bridges

As for the case of bridge piers there are two alternatives for the implementa-
tion of submerged bridges. Either the effect of the bridge is determined from a
rectangular channel analysis or a momentum equation is solved which takes
the effect of an arbitrary shape of the cross section into account.

The latter is used if a non-positive value for the channel width is entered (see
Fully Submerged Bridge in the User Guide).

1. For a rectangular channel the momentum equation for a submerged
bridge reads

(@ @) . Q
E(h_l - h_zJ + EQB(h? —h3) = _E——z—zabridgeCD (1.214)
1 2 (Al - abridge)
where
Q discharge.

A cross sectional area.

B surface width.

h local water depth.

apridge Cross sectional area of submerged bridge.

Cp drag coefficient.
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1.2 indices referring to down-/upstream values respectively.

The terms on the left hand side of eq. (1.214) are the momentum terms
and the force exerted by the pressure in the fluid the term on the right is
the drag of the submerged bridge.

Eq. (1.214) is derived under the assumption of a rectangular channel,
though the expression is easily modified to take the effect of non-rectan-
gular channels into account. After this modification the momentum equa-
tion reads:

Q 1 /B B, 1 Q>
& 9 590 hidy-| hidy) - ——Cofyage  (1:215)
0 0 (Al - abridge)

Eq. (1.215) is solved using bisection. Notice that A,,B, and h, depend on
the upstream water level H,.

This is to decrease the time step.

Note that if the Froude number is above the criteria of 0.6, the effect of the
submerged bridge is neglected. The criteria may be altered by setting the var-
iable BRIDGE_FROUDE_CRITERIA in the MIKE11.ini file.

The effect of river junctions on the water level can be incorporated into the
calculations. Figure 1.62 gives a definition sketch of the terms used for the
determination of the increment in the water level due to the presence of a
junction.
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Figure 1.62  Definition sketch for a river junction. Note h4=h,=h where h is the local
water depth in channel 1 and 2.

The increment in the water level is found using the following equation

(ﬂ)3_(1 +20LF§)hﬂ+2@{(&)2%“)592+(&)2%CO591}F§ _— (1.216)
3

h3 Q3 BZ Q3 Bl

where
omomentum correction coefficient.
hslocal water depth of channel 3 at distance D from the node. Cal-
culated as cross sectional area divided by channel width.
Qdischarge.
odirection angle of river with respect to channel 3.
Bwidth of channel.
F3Froude number of channel 3 defined by

F; = Q} . (1.217)

gBsh;

Further indices refer to the river number in Figure 1.62.

Concerning the derivation of eq. (1.216) please refer to /13/ for details. The
equation is derived using a rectangular channel analysis under the assump-
tion of no bed slope. Thus the user should for safety ensure that the bottom
level of the three channels meeting in the junction are the same.



The average water depth at distance D along channel 3 is found using linear
interpolation if D is not at a cross section. The channel widths are user
defined and are entered under the tab named Junctions in the River Network
Editor (see Junctions in the User Guide). Eq. (1.217) constitutes a third
degree polynomial in the ratio h/h;. The code determines all real roots of this
equation and in the case of more than one real root chooses the smallest one
which is greater than unity.

Since eq. (1.216) is derived under the assumption of a horizontal bed level
the average water level in channel 1 and 2 may be expressed as

H = Hy+Ah (1.218)

where Ah is the increment due to the junction given by

Ah = h3(hﬂ3 - 1) (1.219)

and Hj is the water level in channel 3 at the distance D from the node. The
water level given by eq. (1.218) is applied at the first cross section after the
junction in channel 1 and 2 respectively.

1.27.5 Variation in water level due to curves

The effect of river curvature on the water level may be included in the compu-
tations. This is done through the W. L. Incr.- Curve dialog tab (section 6.19 W.
L. Incr.- Curve (p. 360) in the User Guide).

The increment is calculated from

AH = = (1.220)

AHincrement in water level.
Bchannel width.

recurvature radius of river.
gacceleration of gravity.

Vmean velocity of cross section.

In each branch the curvature radius in the individual digitization point is calcu-
lated as the radius of the circle through the digitization point itself, the previ-
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ous and the next digitization point. The radius in the first and the last
digitization point in each branch is respectively set equal to the radius in the
second and the last but one digitization point in the branch. Once the curva-
ture radius in the digitization points is calculated, the curvature radius is each
grid point is calculated by linear interpolation of the curvature radius in the
digitization points. This interpolation is based on chainage.

NOTE! The increment due to curvature is added after the backwater analysis
ﬁ has been done. In other words the increment is added to the steady flow
computations. The increments is only added if

e 10 (1.221)
B

is satisfied.

Further if also the variation due to sand bars is considered only the greatest
of the two increments is added to the calculated water level.

1.27.6 Variation in water level due to sand bars

The effect of sand bars on the water level may be included in the computa-
tions. This is done through the W. L. Incr.- Sand Bars dialog tab (section 6.20
W. L. Incr.- Sand Bars (p. 363) in the User Guide).

The increment is calculated from

AH _ (B 1
o f(hm, /b) (1.222)

where
AHincrement in water level.
h,,mean water depth of low water channel.
Blow water channel width.
Acurvature radius of river.
I,slope of the channel bed.

The function f expresses the water level increments dependence on the
width/depth-ratio and the bed slope. The function is based on empirical
results which are tabulated in MIKE 11, any intermediate value is obtained
through linear interpolation.
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NOTE! The increment due to sand bars is added after the backwater analysis
has been done. In other words the increment is added to the steady flow
computations. Further if also the variation due to curvature (see section
1.27.5) is considered only the greatest of the two increments is added to the
calculated water level.

1.28 Regulating Structures

Regulating Structures are structures for which the operation is user-defined.
They fall into two main categories:

1.28.1 Function of time

A structure may be specified in the River Network Editor — Tabular view:
Structures — Regulating with a pre-determined operation as defined by a Q-t
relationship specified in the boundary editor. Examples include pumps and
some types of reservoir outflows. The Q-t relationship replaces the momen-
tum equation at a Q-point and physically separates the model into upstream
and downstream branches. The discharge is interpolated linearly at each
time step from the specified Q-t table. The location of the Q-t relationship is
specified in the boundary editor.

1.28.2 Function of hand/or Q

156

A structure may also be specified with an operation which is a user-specified
function of the water level or discharge at other locations in the model. This
function is specified in the River Network Editor — Tabular view: Structures —
Regulating — Regulation factor box and is given by:

Q = AQ, (1.223)

where,

Q. is the discharge at location a

A is a coefficient given by:
A = f(Zp) (1.224)
where,

Z, s either water level h, or discharge Q, at location b.

This feature allows the flow at the control point to be related dynamically to
any two variables in the system giving flexibility in the description of operating
policies. For example, the outflow from a reservoir could be related to the res-
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ervoir inflow (location a) and the reservoir stage or a stage downstream (loca-
tion b). Such an example is illustrated in Figure 1.63 for which the user-
defined relationship is indicated in Table 1.5.

Figure 1.63 Reservoir outflow as a user-defined regulating structure

From Table 1.5 and Equations (1.223) and (1.224) it can be seen that when

the reservoir is full the outflow at location b (Q) is set equal to the inflow at a
(Qa) and that when the reservoir is empty the outflow is set to zero as shown
by the expressions in Equation (1.225).

Q- { Q, for h,= hyy, (1.225)
0 for hy= hgpmpyy,
Table 1.5 User-defined relationship for example in Figure 1.63
Reservoirlevel
h() A
Full 1
Empty 0

Q is evaluated explicitly on the basis of the values of Q, and Z, form the pre-
vious iteration. If grid point a or b is situated close to the structure and there is
little physical damping (like that of a full reservoir), the formulation may give
rise to numerical instabilities. However, in most practical situations this struc-
ture type is used in connection with the operation of a reservoir operating dur-
ing flood periods where the physical damping from the reservoir will be
sufficient to ensure numerical stability.
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In some specialized circumstances, a more complex Regulating Structure
may be required to adequately describe a particular operation. In this case
the MIKE 11 add-on module Control Str. should be used.

1.29 Routing

158

Non-linear storage function

Governing equations
Momentum equation:

S=KQ -T,Q,

(1.226a)
Continuity equation:
% - Q,-Q, (1.226b)
where:
Sapparent basin storage.
Q; inflow at water way.
Q,runoff at water way.
T,time of delay.
K, P constants.
And, T, is the time of delay:
Q) = Q(t+T) (1.227)
Solution
The continuity equation is discretized
S-S +
t+2tt t — QI_QO,t+A2t QO,t’ (1228)
and the momentum equation is substituted giving
P P
KQo tiat— T1Qo t:at— (KQo (= T1Qp ) _ Q.- Qo tsatt Qo (1.229)
At ! 2 '
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1.30 Saint Venant Equations

MIKE 11 HD applied with the dynamic wave description solves the vertically
integrated equations of conservation of continuity and momentum (the ‘Saint
Venant” equations), based on the following assumptions:

o the water is incompressible and homogeneous, i.e. negligible variation in
density

o the bottom-slope is small, thus the cosine of the angle it makes with the
horizontal may be taken as 1

« the wave lengths are large compared to the water depth. This ensures
that the flow everywhere can be regarded as having a direction parallel
to the bottom, i.e. vertical accelerations can be neglected and a hydro-
static pressure variation along the vertical can be assumed

o the flow is subcritical (Supercritical flow is modelled in MIKE 11, using
more restrictive conditions, however (see section 1.36)).

The derivation of the equations of continuity and momentum, as used by
MIKE 11, is given in section A.8 Saint Venant Equations (p. 425). The result-
ing equations are:

0Q , 0A _ (1.230a)
ax ot
QZ)
9Q|Q| (1.230b)
where,
Qdischarge
Aflow area

glateral inflow

hstage above datum

CChezy resistance coefficient
Rhydraulic or resistance radius

amomentum distribution coefficient
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Solution Scheme

The solution of the equations of continuity and momentum is based on an
implicit finite difference scheme developed by Abbott and lonescu (1967).
Details of the scheme are given in section A.9 Solution Scheme (p. 429).

The scheme is structured in order to be independent of the wave description
specified (i.e., kinematic, diffusive or dynamic).

A computational grid of alternating Q (discharge) and h (water level) points is
used as illustrated in Figure 1.64. The computational grid is automatically
generated on the basis of the user requirements. Q-points are placed midway
between neighbouring h-points and at structures, while h-points are located
at cross-sections, or at equidistant intervals in between if the distance
between cross-sections is greater than maximum dx (River Network Editor —
Tabular view: Network — Branches). The discharge is defined by convention
as positive in the positive x-direction (increasing chainage).

////////

Figure 1.64 Channel section with computational grid

1.32 Special Weir

Special weirs are used to model a structure whenever the standard formula-
tion for a broad crested weir or a culvert is not sufficiently flexible.

The special weir enables a user-defined relationship to be specified for criti-
cal flow and free overflow conditions.

Two relationships are required, one for flow in positive direction and one for
flow in negative direction. The h-values correspond to water levels at the h-
point upstream of the structure. From these user-defined relationships and
from the energy loss relationship, a table relating the critical depth and the
critical flow at the structure is derived. The derived relationship is also used
during the computation to determine whether the flow is submerged or free
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overflow. The descriptions for zero flow and submerged flow are given under
section 1.34 Steady State Energy Equation (p. 162).

1.33 Stability Conditions

It is not possible to give a single general rule for the selection of At and Ax
covering all possible situations. The user should note that MIKE 11 assumes
a linear variation of all the variables between each time step and grid point.
Hence one criterion for At and Ax is that they should be small enough to re-
solve non-linear variations in the time and space, respectively. For example,
simulation of tidal variations require time steps in the order of 10-30 minutes
in order to fully describe the tidal cycle in time. Similarly, rapidly changing
river geometry requires space steps small enough to describe the topography
accurately.

In order to obtain a stable and accurate solution to the finite difference
scheme the following conditions have to be fulfilled:

o the topographic resolution must be sufficiently fine that non-linearities in
water levels and discharges are adequately resolved. The maximum
allowable value for Ax (dx-max) should be selected on this basis

o the time step, At, should be fine enough to provide an accurate rep-
resentation of a wave. For example, the maximum time step for a tidal
simulation is generally around 30 minutes

o if structures are being used a smaller time step may be required

o the Courant condition (given below) can be used as a guide for selecting
the time step providing the above conditions are also satisfied. Typically
a value of C, is of the order of 10 to 15, but much higher values have
been used (up to 100)

C, = M (1.231)
Ax

where, V is velocity;

« the velocity condition as given below can sometimes impose a limitation
on the time step, At, in the case of rapidly varying cross-sections

VAL
<1102 1.232
<l (1.232)

The Courant criterion

The term /gy is the celerity of a small disturbance (wave) in shallow water.
This assumption is hardly ever satisfied in rivers and channels, where the
wave celerity may be significantly smaller.
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The Courant criterion is often applied in connection with rivers and channels.
The Courant number expresses the number of grid points a wave, generated
from a minor disturbance, will move during one time step.

The finite difference scheme used in MIKE 11 (6-point Abbott scheme),
allows Courant numbers up to 10-20 if the flow is clearly sub-critical (Froude
number less than 1). Computations with a Courant number of 250 have pro-
duced results with an error of less than 2% in some very special cases.

The velocity criterion

The velocity criterion requires that At and Ax are selected in the order that a
water body will not be transported more than one grid point per time step.
When applying the kinematic wave equation, and at weirs, it is acceptable
that the velocity times At/Ax is considerably larger than 1.

An estimation of the qualities of a differential scheme is often based on the
following two types of errors:

e error in amplitude

e errorin phase

Figure 1.65 shows the phase error for several Courant numbers as a function
of the number of h-points per wave length. It shows, for example, that with 24

h-points per wave length and Cr=2, the computed wave celerity is about 3%
too small.

0 4 SIMULATED wAVE CELERITY
AN AL YTICAL WaAVE CELERITY

Cr =1

0.5

ol o M
e
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NUMBER OF COMPUTATIONAL POIMTS PR, WaVE LENGTH

Figure 1.65 The phase error as a function of the number of h-points per wave length
for a 6-point Abbott scheme.

1.34 Steady State Energy Equation
The steady state is calculated using the energy equation when selecting the

switch "Use energy equation” in the page "Quasi Steady" HD parameter edi-
tor.
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The layout of the energy equation set-up is shown in Figure 1.66.
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Figure 1.66 The control volume used for determining the water level profile by the

use of the energy equation.

The integrated steady state energy equation reads

a,Q a,Q’

Hy+ OLmllﬁsup—zz H,+ OLMHBsup_z +hy
29A, 29A,

where

Hy, Ho Water levels in cross sections

Q Discharge

a1, Ol Velocity distribution coefficients

g Acceleration due to gravity

A4 Ay Flow areas

he Energy head loss

oMy User defined velocity distribution coefficient (default = 1)

bsup Suppression factor

(1.233)



The velocity distribution coefficients a4 and o, are calculated from

3 3 3
AtZ(KLF +KCH +KRFJ
2 2 2
A A A
o = LF 3 CH RF (1.234)
K 1ot

where

Kir, Kcn and Kre
Conveyance for left floodplain, channel and right floodplain respectively.

ALr, Ach and Agg
Flow area for left floodplain, channel and right floodplain respectively.

The conveyance for each subsection is determined as
K = DT (1.235)

Where n is the Manning’s number for the cross section. The transversal vari-
ation is taken into account through the relative resistance, thus n factors out.

The suppression factor depends on the Froude number and is given by

2
_ {I—Fr for Fr<i (1.236)

B =
sup 0 for Fr>1

where the Froude number Fr used is given by

Q’ Q’
2 2 j
A"gR, Ay 9R,

Fr = max{ (1.237)
The suppression can be omitted if desired.

The energy head loss consists of a friction loss and a contraction or expan-
sion loss

2

ale a,Q
29A,> 2gA,’

h, = Ll + Coyyy, (1.238)
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where

L the mean reach length

Itric friction slope

C user defined contraction/expansion coefficient (default 0.1/0.3)

The friction slope is determined through

8'3'[ 1 4/3] for AR <AR,*?
[ = M AVA,R, +(1—¢)A1R| (1.239)
fric — .
Q|Q| 1 1 4/3 4/3
—— ¢ (1 -¢)——= for AR, 2AR,
MZA( A2R24/3 AIRI4/3)

with the weighting term defined by

9 4
o= (15_1_6 Bsup) (1.240)

and the average flow area A determined by

— 1 4 9 4

A= (E + EBsup)Al + (E_I_OBSUP)AZ (1.241)
and the mean Manning’s number

M= %(M1 +M,) (1.242)

The factor fincreases stability for high Froude numbers through a upstream
centering of the friction term as the Froude number increases. If desired the
suppression term B¢, can be fixed at one thus no suppression is applied and
the friction term is thus centered at the midpoint between sections 1 and 2.

The above is the default way of handling the friction slope. MIKE 11 has 4
alternative evaluations of the friction slope. These may be changed by the
user. The chosen evaluation method is a global setting thus it is used for all
reaches in a given set-up.

The four friction slope alternatives are:



Average conveyance:

(@ Q)

/fric 2
(K, +K,)

Average friction:

2
. :lQ_l-i-Q_z
fric 2K2 Kz
1 2

Geometric mean:

Finally the cross section reach length is determined from

[ = LieKir it LonKen, it LreKRrE,
1
Kror,i

where the index is either 1 or 2.

The mean reach length is found through

-1
L =3(L,+Ly)

(1.243)

(1.244)

(1.245)

(1.246)

(1.247)

(1.248)

If no reach lengths are specified for the overflow banks the reach length is set

equal to the main channel reach length (standard MIKE 11 method).
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1.35 Structures

MIKE 11 includes descriptions for a wide range of structures which act as
control points. The formulation of these features permits great flexibility since
they range both in their degree of user-intervention and in their level of com-
plexity.

Structures which operation is calculated automatically within the program
under sub-critical flow conditions while user-defined Q-h relationships are
applied for critical flow conditions are described under the keywords:

e Broad crested Weir (p. 63)

e  Special Weir (p. 160)

e  Weir Formula (p. 180)

e Culverts, Q-h Relations Calculation (p. 81)

The structures which operation is user-defined under all flow conditions are
described under section 1.28 Regulating Structures (p. 156). These include
both structures with a pre-determined operation such as a pump, (Q = f(f))
and structures for which the operation is a function of water level or discharge
at other locations in the model (Q = f(h,Q)).

More complex regulating structures are modelled using the add-on module
described under 1.9 Control Structures (p. 67).

Control structures and dambreak structures, are structures which operation is
calculated automatically within the program during all flow conditions.

For the structure types; broad crested weir, special weir culvert, overflow con-
trol structure, dam break (crest flow) dam break /breach flow), the hydraulic
description is similar and is described below.

The structures are modelled in MIKE 11 as control points at Q-points in the
computational grid. Depending on the structure category, a relationship
between the discharge and the upstream and downstream water levels is
determined based on the flow condition, entrance and exit losses, and a criti-
cal flow correction factor.

Given the upstream and downstream water level and the river discharge the
flow regime can be determined.

Zero flow in the structure occurs if it is closed by a valve, or if both the
upstream and the downstream water levels are below the structure invert
(crest level).

To differentiate between free overflow (critical flow) and drowned flow (sub-
merged flow) it is as an initial guess assumed that the flow is critical and the
associated discharge is computed. The flow is critical if the energy head at



the weir crest is larger than downstream water level. If the flow is not critical a
submerged iteration is applied to determine the discharge.

Comparing the critical discharge with the submerged determines the flow
regime finally as the smaller discharge is taken.

The different flow conditions defined for a structure are:

o Zero Flow
e Drowned Flow

e Free Overflow

1.35.1 Zero Flow

The flow is set to zero when the water level at both sides of the structure lies
below its invert or when the upstream and downstream water levels are
equal.

1.35.2 Drowned Flow

The flow on either side of the structure is in the same state as over the struc-
ture itself, i.e. both subcritical or both supercritical.

The discharge Q over a broad crested weir, for example, with constant width
b in the case of drowned flow is generally given in the following form:

Q = ub(h, - Z,)(h,— hy)'"? (1.249)

where, u is the weir discharge coefficient, hy and h, the upstream and down-
stream water levels respective, and Z. the weir crest elevation. This equation
is easily converted to a general description for the head loss across a struc-
ture.

For further details refer to Appendix A.

1.35.3 Free Overflow

In the case of free overflow, the water levels at both sides are such that the
system seeks to deliver the maximum discharge for a given energy head at
the upstream side of the structure. This leads to critical flow at (or very near
to) the most narrow section (control section).

In the case of free overflow the discharge is independent of the downstream
water level, i.e. upstream controlled. In principle the discharge can be com-

puted from the condition that the flow is critical at the control section for the

given upstream energy head.
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For example, for broad crested weirs with a rectangular cross-section the crit-
ical flow discharge is calculated by:

Q, = 1,705bH3"? (1.250)

where, H is the available energy head above the weir crest.

Using Equation (1.250), a relationship between the upstream head and criti-
cal flow is tabulated for use by the structures algorithm (see A.10 Structures
(p. 435) in Appendix A). The accuracy depends on the refinement in the tabu-
lation.

Several factors influence the actual free overflow discharge through a struc-
ture:

« the section where critical flow occurs is often located downstream of the
most narrow section, especially for well designed spillways

o the velocity is not distributed uniformly over the cross-section, thus the
critical discharge is reduced

o the water level is not constant over the cross-section, especially in the
case of an irregular section

The critical discharge is therefore corrected with the free overflow factor, o,
(in the Head Loss Factors box) giving the real discharge as:

Q = a,Q, (1.251)

Free overflow is modelled on the basis of a relationship between the dis-
charge and the upstream water level. The relationship is generated automati-
cally by MIKE 11 for the structure types: broad crested weirs and culverts Q/h
relations calculated. In the case of user-defined structures (i.e. special weirs
and culverts) the specified Q/h relation is applied. For the remaining structure
types (control structure and dam break (crest flow, breach flow)), the critical
discharge is computed during the simulation.

1.35.4 Contraction and Expansion Losses

2

Expressions for the head losses at structures are given in Appendix A. The
head losses upstream and downstream of the structures are functions of the
coefficients ;, and ¢, (specified in the Head Loss Factors box) and the
ratios of the structure area and the cross-section areas in the immediately
adjacent river, see below.

IMPORTANT! During pre-processing of Q/h-relation in broad crested weirs,
the ratio of structure area and river cross-section area is used to compute the
Q/h-relation. The expressions require that the cross-sectional area of the
river section is always greater than that at the structure. An error message
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will appear in case the weir area is larger than the up- or downstream cross-
sectional area, as it is not possible to establish the Q/h-relation for free over-
flow. To correct this, check cross-sections and weir geometry. The values of
Cin and ¢, are typically 0.5 and 1.0, respectively.

1.35.5 Grid spacing at structures

It is necessary to describe a river cross-section immediately upstream and
downstream of any structure since the loss formulations are based on the
relationships between the available cross-sectional area at the structure and
that of the immediately adjacent river. A check in the code requires that these
river cross-sections be within maximum dx (River Network Editor —
Branches) of the structure. An error message is given if this is not the case.

These relationships are described under section A.10 Structures (p. 435) in
Appendix A.

1.35.6 Parallel/Composite Structures

It is possible to model several structures at the same control point (Q-point)
thus modelling a structure composed of several individual structures.

A parallel structure could describe e.g. the structures in connection with a
hydro power station, i.e. to model the combination of turbines, ship locks, and
spillway structures. Another application could be to model fish friendly struc-
tures in irrigation channels, etc.

A parallel/composite structure is defined simply by specifying the location
(same river name and chainage) for each individual structure.

The discharge for the composite structure is computed by treating each struc-
ture separately and adding the coefficients for each structure and applying
the final coefficients in the final solution for the Q-point, i.e.:

Og s = Y O (1.252a)
=1

Bos =1 (1.252b)
n

Yes = D Vsi (1.252c)

i=1

n
Bos= 3 8 (1.252d)

i=1
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where,

s represents the coefficient for the composite structure

si represents coefficient for the i structure

n represent number of structures in the composite/parallel structure.

1.36 Supercritical Flow

The solution scheme in MIKE 11 will not truly simulate supercritical flow. The
solution scheme is designed for subcritical flow, and compensations are
made to enable supercritical flow to occur. As discussed below (Suppression
of convective acceleration term (p. 171)), the B factor reduces the convective
momentum term at a rate according to the Froude number. This means that
model results will be less accurate with increasing Froude number.

For supercritical flow a reduced momentum equation (Saint Venant Equation)
is applied which neglects the convective momentum term:

oQ

ot

+gAL + (1.253)

As long as the flow situation is not changing rapidly compared to the velocity,
the description will still remain accurate. The advantage is that a stable solu-
tion can still be obtained within the same algorithmic structure as that used for
sub-critical flow. For the transition from sub-critical to supercritical flow, a
gradual reduction of the momentum terms is made resulting in a smooth
description. Similarly, the differential equation is gradually centred upstream
as the influence of the upstream conditions increases.

1.36.1 Suppression of convective acceleration term

Powering Water Decisions

The characteristics of the St. Venant equations are given by

C.,= %—rm = %(1 i,l:) (1.254)
where

Q the discharge

A cross-sectional area

w surface width of cross-section

g acceleration due to gravity

171



F Froude number

For F > 1 the characteristics are both positive, implying that the St. Venant
Equations take two upstream boundary conditions, and for F = 1 the solution
becomes singular. The numerical algorithm adopted in MIKE 11 is based on a
staggered computational grid and cannot accommodate two boundary condi-
tions at the same boundary or a singular solution. To avoid these situations a
modified momentum equation is implemented in MIKE 11, viz.

P Q
0Q “A oh . .. .
5 +B x + gAa( + friction = 0 (1.255)
where

H water surface elevation
o momentum distribution coefficient
B factor for suppression of convective momentum term

The default formulation in MIKE 11 is

B—{ 1—F2f0rF£1 (1.256)
0 for F>1

This ensures excellent stability properties of the numerical solution and is suf-
ficiently accurate for most flood routing studies where generally the Froude
number is relatively small and the resolution used is coarse

(the space step » water depth ).

For water surface profiling with high Froude number and small space steps
(space step = O (water depth)) an alternative formulation has been imple-
mented, viz.

{ 1 for F<a (1.257)

1/(F+1-a)® for F>a

For the default value of a and b (a=1 and b=2) the two characteristics never
have the same sign; they are either of different sign (F < 1) or one is zero
(F>1). The variation of  is shown in Figure 1.67. The alternative formula-
tion is somewhat less stable than the default (Equation (1.256)) and therefore
requires the application of a smaller time step for high Froude numbers. The
solution is, however, considerably more accurate for high Froude numbers.
Various tests have shown that the new formulation performs well for transition
from sub- to supercritical flow, whereas hydraulic jumps are less accurate.
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Note that a and b can be adjusted and do not necessarily have to be set at
a=1 and b=2. However the solution scheme is unstable if the suppression
factor j lies outside the curve shown in Figure 1.67. Thus a=0.5 and b=2 can
be applied, but a=2 and b=2 cannot.

The alternative formulation can be selected by setting the values FroudeMax
(a) and FroudeExp (b) to positive values in the Hydrodynamic Parameters
Editor under the Default Values tab.

Suppression of convective acceleration term

Default

beta

= = = «Alternative
formulation

Figure 1.67 Factor for suppression of convective momentum term versus Froude
number.

1.36.2 Effect of convective acceleration suppression on Energy Heads

As discussed, when the solution scheme approaches critical conditions the
convective momentum term is gradually reduced. The suppression factor 3
varies from 1 (full convective term) to 0 (no convective term) according to the
Froude number.

The B factor also modifies the energy calculation, thus energy head at any
location in a model is affected. This means that when velocities are high
(when the convective term is significant), energy head is significantly affected
by the value of beta. This can be seen in a profile plot of energy levels along
a river reach, which shows that energy is not conserved and varies according
to velocity.

1.37 Supercritical Flow in Structures

Structures are used in MIKE 11 to represent real structures (weirs, etc.) and
locations where critical flow or changes in flow conditions occur. Being a time
dependent model, the MIKE 11 structures can be subject to a wide range of
flow conditions, often more than is usually covered by textbooks. As an illus-
tration, a supercritical flow condition at a structure is likely to occur in MIKE 11
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when the structure is actually representing something more like a natural
cross-section rather than a "typical" structure. This means that the MIKE 11
structures need to be capable of simulating flow conditions unlike those that a
"typical" structure would encounter.

The solution scheme in MIKE 11 will not truly simulate supercritical flow. The
solution scheme is designed for subcritical flow, and compensations are
made to enable supercritical flow to occur (see Suppression of convective
acceleration term (p. 171)). Head losses through a structure are proportional
to the square of the velocity. This means that when supercritical flow occurs
(which usually involves high velocities) head losses become more sensitive
to changes in velocity. Further, small changes to the head loss coefficients
can have a more pronounced effect upon head losses through a structure
when velocities are high.

Accurately simulating flow through structures in MIKE 11 during fully super-
critical flow is difficult, and results should be considered with caution. Having
said this, MIKE 11 will provide a reasonable representation if supercritical
flow occurs during a simulation.

1.37.1 Flow Directions

If supercritical flow is occurring either upstream or downstream of a structure
it is impossible for the flow direction to change. A change in flow direction can
only occur during subcritical flow. Thus, if subcritical flow is occurring, flow
direction is calculated by comparison of water level upstream and down-
stream of the structure. If any other flow condition occurs, flow direction is
equal to the previous flow direction.

A zero (or no) flow condition exists when there is subcritical flow and the
water levels upstream and downstream of the structure are lower than the
invert of the structure. If flow is supercritical then zero flow is impossible.

1.37.2 Testing for Flow Conditions

Energy levels in MIKE 11 are influenced by the convective suppression factor
B (see Suppression of convective acceleration term (p. 171)). Also, there are
distinctly different formulations for different flow conditions within a structure.
This means that the state of flow (sub or super) must be known both
upstream and downstream of the structure to decide the appropriate flow
regime (either definitively or with other factors). The state of flow upstream
and downstream of a structure is found using the Froude Number (FR):

Fo=_" 0

R -
\/Q A\/@ (1.258)
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If Fr < 1 then subcritical flow, if Fgr = 1 then critical flow and if Fg > 1 then
supercritical flow. Using the Froude Number upstream (Fr4) and downstream
(Fro) of the structure, the following tests are made to decide the flow condi-
tion inside the structure:

e IfFRy<1andFgry>1and Fgrq: <1 then flow through structure = critical
e IfFrq1>1and Fgy < 1 then flow through structure = critical

e IfFRy<1andFgry<1andE, < hy then flow through structure = critical

o If FRy>1 and Fro>1 then flow through structure = supercritical

e IfFry<1and Fgry>1 and Fr¢:+ > 1 then flow through structure = superecriti-
cal

o IfFri<1andFgy<1andE, > h4 then flow through structure = subcritical
Note the conditions:

o FRrq+is the Froude number at the g point immediately upstream of the
structure. This is included to enable a transition from critical to supercriti-
cal flow, depending upon conditions further upstream. If the q point
upstream of the structure does not lie on the same branch or does not
exist at all, this test is removed.

o E,is downstream energy level, h, is upstream water level — this indicates
a free overfall condition with upstream subcritical flow. E, includes the
factor and (for the flow condition test only) is calculated as:

E, =[h+ﬂ2§;2J

(1.259)

1.37.3 Subcritical Flow through Structure

See Drowned Flow (p. 168) and Drowned flow (p. 441).

1.37.4 Critical Flow through Structure

If flow through the structure is critical, gh relationships are used (see Free
overflow (p. 445)). The flow condition can be either subcritical upstream to
supercritical downstream (free overflow), or supercritical upstream to subcriti-
cal downstream (hydraulic jump). They can be considered as the same prob-
lem - critical flow is occurring in the structure.

Free overflow is modelled on the basis of a relationship between the dis-
charge and the upstream water level, which is calculated initially assuming
that upstream flow is subcritical. When upstream flow is supercritical, critical
conditions (depth and area) are recalculated and the gh relationship is
updated.
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1.37.5 Supercritical Flow through Structure

When drowned flow occurs during subcritical flow conditions, the energy
equation is used to calculate head loss. When supercritical flow occurs the
energy equation becomes very sensitive to small changes in head drop and
structure area, to such an extent that it cannot be applied to the MIKE 11
structure routines. Instead, the momentum equation is used when a structure
is in supercritical flow conditions. This is applied in the same way as for a nor-
mal q point in MIKE 11, except that structure geometry is used and that fric-
tion losses are substituted by the structure losses.

1.37.6 Contraction and Expansion Losses, Sub- and Supercritical Flow

Consider the following:
« Expansion and contraction losses across a structure are less during
supercritical flow compared to subcritical flow.

o Losses are a function of velocity head and velocities are much higher
during supercritical flow, so model predictions can become extremely
sensitive to the value of loss coefficient.

o During subcritical flow through a structure, there is an upstream contrac-
tion loss and a downstream expansion loss.

o During supercritical flow through a structure, there is an upstream expan-
sion loss and a downstream contraction loss.

MIKE 11 modifies the loss coefficients to account for changes in velocity and
area through a structure. As discussed in Appendix A.10.1, this accommo-
dates the changes in expansion and contraction that occur during subcritical
and supercritical flows.

Care must be taken when selecting loss coefficients, particularly in situations
where both subcritical and supercritical flow conditions occur. When flow con-
ditions change from subcritical to supercritical (or the Froude number Fg
becomes greater than 1), the loss coefficients {;, and {,, (specified in the
Head Loss Factors box) are modified:

o IfFgr > 1in upstream h-point then ;, = §;, / 2
o If FR > 1in downstream h-point then oy = Cour / 2

Note that this adjustment is not made for bridge structures.

1.38 Tabulated structures

A tabulated structure can be defined as:

o Adischarge as a function of up- and downstream water levels.
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e An upstream water level as a function of the discharge and the down-
stream water level.

e A downstream water level as a function of the discharge and the
upstream water level.

During calculation the discharge is found by area weighting of four values in
the table. When three out of the four surrounding points have the same value
and minimum one point outside also is found equal then the area weighting is
overruled by a constant solution.

1.39 Time Stepping

Mike 11 includes three time stepping models: Fixed, tabulated and adaptive.
Fixed time stepping is the traditionally used time stepping where a time step
is specified as input and used throughout the simulation period.

The tabulated time step covers time steps given as a time series. Tabulated
time stepping is especially useful when studying events that occur at a certain
time that is known in advance of the simulation. For instance a dambreak
known to occur at a certain date and time or a massive inflow occurring in a
certain month every year due to a rainy season, etc.

The adaptive time stepping is used for modelling scenarios where the pre-
ferred time step is not known in advance. The adaptive time step may be
used for obtaining a more detailed modelling of certain critical parts of a simu-
lation, typically parts where large changes appear or it may be used for pre-
venting calculations to blow up due to numerical instabilities.

The adaptive time stepping facility has two types of modelling constraints.
The first type is a constraint on the boundaries and helps avoiding input
details to be neglected due to application of to large time step. The boundary
constraint limits the acceptable residual between the boundary value
obtained by linear interpolation between two solution times (t and t+At) and
the actual boundary value given in the boundary time series. Figure 1.68 and
equation 1.260 quantify the criteria.
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Given boundary

B o

simulated boundary

t t+dt

Figure 1.68 Boundary deficit limitation. Full line: given boundary time series. Dotted
line: Boundary values applied in the simulation.

£

<val, For |BC| > val, (1.260)
BC

In equation 1.260, BC is the actual value found in the time series, ¢ is the dif-
ference between the actual time series value and the value interpolated
between the value at t and the value at t+At. Val, and Val, refers to the values
given as input. The criteria is important when applying time steps larger than
the resolution of the boundary time series. Further the criteria is cheap in
regard of computational time since it, in contrast to the remainder of the crite-
ria, may be evaluated in advance of calculating the time step.
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The second type of criteria are limitations to the actual solution calculated.
Hence this time step adaption is based on trial and acceptance and is there-
fore more expensive in regard of computational time. The criteria are:

|AQ| < val, (1.261)
%_3 <val, for Q| < val (1.262)
|Ah| < val (1.263)
ATh <val, for |hl > valg (1.264)
ICryp| = |V+A— “97XDMt< val, (1.265)
|Crap| = |—VA|—§—t< val,, (1.266)

In equations 1.261 through 1.266, val, to val,q are user specified values.

All constraints are optional. In case the constraints are not met the time step
is reduced with a factor specified as change ratio in the input. The time step is
allowed to vary between a user specified minimum and maximum value.

1.40 User Defined Structure

The user defined structure is available to create customised structures in
MIKE 11. However, the potential application goes beyond this, allowing for
the customisation of almost any specialist application or modification to
MIKE 11.

When activated, the user defined structure will access a DLL (Dynamic Link
Library) written by the user. The Network Editor interface contains a number
of variables that can be used in the DLL. In addition, the DLL can access any
variable in MIKE 11 through several records.
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1.40.1 Tips

o MIKE 11 is written in PASCAL using Borland DELPHI. Any code written
must be compatible with the compiled unit files (DCU) provided. The eas-
iest way to ensure this is to have Delphi and write your programs in PAS-
CAL.

o There are several options specified in the Project Options in Delphi.
These options have been set to be compatible with the latest build of
MIKE 11.

e The user defined structure routine is called within the MIKE 11 structure
procedure. The aim of the structure procedure is to take the most recent
flow calculations and produce the coefficients of the momentum equa-
tion. These coefficients are then used in the solver.

o Therefore, the user defined structure routine (if actually simulating a
structure) should use the available flow information to create suitable
coefficients for the momentum equation. Any programming performed
must consider this. The values of co1, co2, co3 and co4 are set to zero at
the commencement of the structure procedure.

o The user defined structure routine is called prior to the final sweep in the
solution scheme. This means that any output or model parameters for
the current time step have not yet been calculated. Results from the pre-
vious time step are valid.

For more information, see Appendix A.12.

1.41 Weir Formula

With the Weir Formula the discharge through a structure can be modelled by
using standard weir formulas.

Upstrearn
water level, Downstream
Hus water level,
r — r Hos
J'_Crest lewel, Hyy
r Invert level Height
F

Figure 1.69 Definition sketch for Weir Flow



Weir Formula

A

1.41.1 Weir Formula 1

Weir formula 1 is based on a standard weir expression, reduced according to
the Villemonte formula:

k Hds 038‘
A=W-C-(H,-H,) - — H) (1.267)

Where Q is discharge through the structure, W is width, C is weir coefficient,
k is the weir exponential coefficient, H ¢ is upstream water level, H,g is down-
stream water level and H,, is weir crest level. (See Figure 1.69).

1.41.2 Weir Formula 2 (Honma)

Weir formula 2 is the Honma formula:

Q= CIW(Hus_Hw)A/(Hus_Hw) for (Hds_Hw)/Hus<2/3 (1.268)
C2W(HdS_HW)/\/(Hus_Hds) for (HdS_Hw)/H”szz/:;

Where Q is the discharge through structure, W is the width, C; is the first weir
coefficient, C, = (3/2)J§C, is the second weir coefficient, g is the accelera-
tion due to gravity H s is the upstream water level, Hy, is the downstream
water level and H,, is weir level. (See Figure 1.69).

1.41.3 Weir Formula 3 (Extended Honma)

Weir formula 3 is the extended Honma formula

The flow is calculated is three flow regimes called perfect, imperfect and sub-
merged overflow. The choice of regime is defined by the ratio between down
stream and upstream water depth above the crest.

| C,Wh3/2 for hy/h, < (hy/h,)i
Cy(a - (hy/h )+ BYWh3/2 for othercases
Q - oo (hg/hy)"+B)Why (1.269)
Co(v - (hy/h) +8)Why(h,—hy)'/2 for hy/h,>(hy/h,)s
C,=a-(h,/H’+b for all |

W is weir width

H is weir height above cross section invert
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1.42 Wind

hy is the upstream water level above the crest
h, is the down stream water level above the crest

(hg/hy); is a user specified depth ratio limit between perfect and imperfect flow
regime.

(hg/hy)s is a user specified depth ratio limit between imperfect and submerged
flow regime.

a, b, p, alfa, beta, r, gamma, delta and p are user specified parameters.

MIKE 11 simulation engine or user interface does not check if there is a con-
tinuous transition from one flow regime to the next. This has to be ensured by
the user through proper selection of the parameters.

Wind friction on the water surface can be accounted for in MIKE 11 by inclu-
sion of the wind shear stress in the momentum equation. If wind shear is to
be included and a wind field has been specified as a boundary condition in
the Boundary Editor then the switch in the Hydrodynamic Parameters Editor
under the Wind tab has to be set.

The wind shear stress is expressed as:
Tw = tfachpaV?O (1270)

where,
C,,Wind friction coefficient (approx. 0.0025)

tracFactor depending on the surrounding topography (1.0 for open
water and reduced at locations which are sheltered from the wind)

V4o Velocity 10 m above the water surface
pzDensity of air (approx. 1.2 kg/m3)

The wind force projection in the length direction of the channel is included in
the local momentum equation in each Q-point. The wind direction and veloc-
ity specified as a time series is implemented in the boundary editor. The
branch orientations are calculated from the network grid which is always ori-
ented north/south. The topographical factor () can be defined globally or
locally for each location (in the Hydrodynamic Parameters Editor under the
Wind tab). The surface area to which the wind stress applies excludes any



A

additional flooded areas and is equal to the width multiplied by the distance
between h-points either side of the Q-point.
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Who Should Use This Manual ;

2 AD/CST Reference Manual

2.1 Who Should Use This Manual

This manual should be used when undertaking advection-dispersion (AD) or
cohesive sediment transport (CST) modelling applications. It provides a
description of aspects which are encountered during the development, cali-
bration and application of AD/CST models including detailed technical
descriptions of the numerical methods used. The manual should be used in
conjunction with the MIKE 11 User Guide.

2.2 Manual Format

All descriptions in this Chapter are under headings presented in alphabetical
order. A list of the headings for this Chapter is given below.
e A General Description (p. 187)

e Advanced Cohesive Sediment Transport (p. 188)

e Advection-Dispersion Equation (p. 192)

e Boundary Conditions (p. 193)

o Deposition, CST (p. 194)

o Dispersion Coefficient (p. 196)

e Erosion, CST (p. 197)

e Solution Scheme, AD (p. 201)

o Stability (p. 202)

e« Nomenclature (p. 203)

o References (p. 204)

2.3 A General Description

The advection-dispersion (AD) module is based on the one-dimensional
equation of conservation of mass of dissolved or suspended material, i.e. the
advection-dispersion equation. The module requires output from the hydrody-
namic module, in time and space, in terms of discharge and water level,
cross-sectional area and hydraulic radius.

The advection-dispersion equation is solved numerically using an implicit
finite difference scheme which, in principle, is unconditionally stable and has
negligible numerical dispersion. A correction term has been introduced in
order to reduce the third order truncation error. This correction term makes it
possible to simulate advection-dispersion of concentration profiles with very
steep fronts.
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The cohesive sediment transport (CST) module also forms part of the AD
module. In contrast to the non-cohesive sediment transport (NST) module,
the sediment transport cannot be described by local parameters only
because the settling velocity of the mostly very fine sediment is very low. The
cohesive module uses the AD module to describe the transport of the sus-
pended sediment. Erosion/deposition is modelled as a source/sink term in the
advection-dispersion equation. The erosion rate depends on the local
hydraulic conditions whereas the deposition rate depends on the concentra-
tion of the suspended sediment and on the hydraulic conditions.

The CST module is not provided with a roughness predictor. It does, how-
ever, calculate the erosion/deposition rate directly without applying a continu-
ity equation for the sediment as performed in the morphological NST module.
In a similar way to the explicit NST module, the accumulated sediment ero-
sion/deposition during the simulation period is determined.

2.4  Advanced Cohesive Sediment Transport

This add-on module provides an alternative, more complex, analysis for
cohesive sediment transport than that in the standard formulation described
under Deposition, CST (p. 194) and Erosion, CST (p. 197) (sections 2.7 and
2.9 respectively). This module is especially useful in situations where a mass
balance of cohesive sediment is required in order to simulate the accumula-
tion of sediment. Then, knowing the exact location of sediment pools, it is
possible to estimate e.g. the siltation in navigation channels, waterways, har-
bours etc. The module could also be used when resuspension of sediment
affects water quality. This is because the resuspension of cohesive sediment
often gives rise to oxygen depletion because of the high organic content and
associated oxygen demand (COD) in the cohesive sediment. Likewise resus-
pension of cohesive sediment can give rise to heavy metal pollution since
heavy metals adhere to the sediment.

The advanced cohesive sediment transport module is part of the advection-
dispersion (AD) module. As for the standard formulation, the cohesive sedi-
ment transport is described in the AD-model through the transport of sus-
pended solids. Erosion and deposition of cohesive sediment is represented in
the AD-model as a source/sink term. Whereas the erosion rate depends only
on local hydraulic conditions (bed shear stress), the deposition rate depends
also on the suspended sediment concentration.

In the advanced cohesive model the transport of sediment is described in a
pseudo two-dimensional manner through the description of the velocity and
shear stress distribution across each section.

In each h-point of the solution domain the cohesive bed layer is modelled as
three separate sediment sub-layers. The top layer is named sub-layer 1 and
the bottom layer sub-layer 3. The thickness of the three sub-layers is calcu-

lated for each increment of elevation describing the cross-section as given in
the processed data (see section 1.10 Cross-Sections (p. 75)).



Advanced Cohesive Sediment Transport ;

Erosion and deposition rates are then integrated over the cross-section and
added to the coefficients in the AD-equation.

The results of the cohesive sediment transport model during a simulation are:

e accumulated erosion/deposition.

e mass balance of the sub-layers.

e mass balance of the total bed layer.

e The results are given at h-points only.

The following descriptions are applied in the advanced cohesive model:

cross-sectional velocity and shear stress distribution, settling, deposition,
sliding, erosion and consolidation.

2.4.1 Cross-Sectional Shear Stress Distribution

Assuming the local velocity is proportional with the local water depth, i.e.:

1/2
Uoy 2.1)

U= C(Iy)I/Z

where, y is the local water depth, u the local velocity and ¢ the Chezy con-
stant and using the Manning formula

>0

= U= MR"I? 2.2)

where Q is the discharge, A the cross-section area, U the mean velocity, M
the Manning number and R the hydraulic or resistance radius (see section
1.3 Bed Resistance (p. 18)) the local velocity can be expressed as:

_ 9(1)1/2
u= 27 (2.3)
Using Equation (2.3), the local bed shear stress can be given by:
u 2
% = (&) pg 24)

where 1, is the local shear stress, C the Chezy resistance number, p the den-
sity of water and g the acceleration of gravity. Thus, it can be seen from Equa-
tion (2.4) that the local bed shear stress increases with the water depth.
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Settling

An important parameter in the description of the sedimentation of cohesive
materials is the settling velocity of flocs.

Through extensive field and laboratory studies it is evident that the settling
velocity is dependent on the suspended sediment concentration. In the pres-
ent model two settling regimes are described.

The first regime describes the effect of flocculation on settling velocity. Below
a user specified suspended sediment concentration the settling velocity is
given by:

W, = kvC™ (2.5)

where Ws is the settling velocity of flocs, VC the volume concentration, m a
coefficient and k is a constant.

Below the user specified value of suspended sediment concentration, the set-
tling velocity usually increases with concentration due to the enlargement of
sediment flocs.

An increase in sediment concentration above the specified concentration
causes a decrease in settling velocity due to the hindered settling effect. Set-
tling velocity is then given by:

W, = W,(1-VC)' (2.6)

where W, is the free settling velocity and y a coefficient.

In Equation (2.5), the constant k is given by:

_ Wy1-voy
vc™

k 2.7)

In this one-dimensional model ideal mixing is assumed, thus the settling
velocity remains constant in the vertical direction.
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2.4.3 Deposition

2.4.4 Sliding

245 Erosion

Deposition dominates when the bed shear stress, 1, from Equation (2.4), is
smaller than a critical shear stress for deposition (¢ 4). In the advanced cohe-
sive model the rate of deposition (S,) is given by

Sy = Ws(l fﬂ’—)c:for Ty <Teq (2.8)

‘Ec,

where S, is the rate of deposition, 1 4the critical shear stress for deposition
and c the suspended sediment concentration.

All deposited material is added to sub-layer 1. In the model the concentration
¢ is weighted in time by the factor 9, viz:

n+1

¢ = (1-0)c] +6c; (2.9)

where j is the spatial index and n is the time index.

As deposition occurs a portion of the deposited material will slide down to the
lower parts of the cross-section immediately after deposition due to the slop-
ing river banks. The remaining material will, when liquified by excess pres-
sure at low water levels, also slide down the sloping banks. These individual
processes are modelled as one continuous process with a friction type for-
mula, viz:

F = cz/ID”? (2.10)

where F is the lateral sediment flux, cgethe friction coefficient, I/ the lateral sur-
face slope of the bed layer and D the total thickness of bed layer.

The river bed will erode when the applied bed shear stress, t;, from Equation
(2.4), exceeds a critical shear stress for erosion, (1) which depends on bed
material characteristics.

In the present advanced cohesive model two types of erosion are applied,
viz:
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Instantaneous Erosion

Instantaneous erosion occurs when the above mentioned bed shear stress
exceeds the critical shear stress for erosion of the sediment. This implies that
all sediment is resuspended instantaneously.

Gradual Erosion
The erosion rate is assumed to be a non-linear function of the excess stress,
viz:

n
Sg = Eo(i— 1) for T, > Tg 6 (2.11)

TC, e

where Sgis the rate of erosion, Ejthe erosion coefficient, 1 ¢ the critical shear
stress for erosion and n is the erosion exponent.

For sub-layer 1 it is possible to choose which erosion formulation should be
used (Instantaneous or Gradual), while gradual erosion is automatically
applied for sub-layers 2 and 3. Thus, it is possible to describe each sub-layer
separately through the parameters E, 1. and n.

246 Consolidation

2.5

192

The transition from sub-layer 1 to sub-layer 2 and from sub-layer 2 to sub-
layer 3 is a process that includes both hindered settling and consolidation.
The speed of the process is described by transition rates which are specified
in the model by the user.

Advection-Dispersion Equation

The one-dimensional (vertically and laterally integrated) equation for the con-
servation of mass of a substance in solution, i.e. the one-dimensional advec-
tion-dispersion equation reads:

0AC . 3QC  0(,n0C) _
7+W—8X(AD8X) AKC +Cyq (2.12)

where C is the concentration, D the dispersion coefficient, A the cross-sec-
tional area, K the linear decay coefficient, C, the source/sink concentration, q
the lateral inflow, x the space coordinate and ¢ the time coordinate.

The equation reflects two transport mechanisms:

1. advective (or convective) transport with the mean flow;
2. dispersive transport due to concentrations gradients.

The main assumptions underlying the advection-dispersion equation are:
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o the considered substance is completely mixed over the cross-sections,
implying that a source/sink term is considered to mix instantaneously
over the cross-section

o the substance is conservative or subject to a first order reaction (linear
decay)

o Fick's diffusion law applies, i.e. the dispersive transport is proportional to
the concentration gradient

2.6  Boundary Conditions

At external boundaries, a series of conditions can be applied:

e open boundary outflow

e open boundary inflow - User defined values of the concentration (time
varying or constant)

e closed boundary

2.6.1  Open Boundary Outflow

The open boundary outflow condition is

aC_, (2.13)

2.6.2 Open Boundary Inflow

Time varying or constant values of the concentration at an inflow boundary
are treated similarly to corresponding values of discharges or water levels as
discussed in Chapter 1 of this manual.

When an outflow boundary becomes an inflow boundary, the boundary condi-
tion changes the user defined value according to:

—t . K_.
C = Cp+(Couy—Cppe ™™ (2.14)

out™
where Cyyis the boundary concentrations (specified in the input), C,,; the
concentration at the boundary immediately before the flow direction changed,
Knix @ time scale specified in the input and t,,, the time since the flow direc-
tion changed.

The boundary concentration calculated according to the above is applied dif-
ferently at open concentration boundaries and at open transport boundaries.
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2.6.5

2.7

194
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Concentration boundary

The concentration at the boundary is set equal to the calculated.

Transport boundary

The discharge at the boundary is multiplied with the calculated boundary con-
centration and added to the AD equation in the first grid point.

Concentration and transport only differ if there is a significant storage of water
taken place in the first grid point, i.e. if the discharge at the boundary is differ-
ent from the discharge at the boundary is different from the discharge in the
second grid point.

Closed Boundary

This boundary condition is characterized by Q=0 and
=9 (2.15)

i.e., no transport through the boundary.

Deposition, CST

Deposition of suspended material occurs when the mean flow velocity is suffi-
ciently low for particles and sediment flocs to fall to the bed and remain there
without becoming resuspended immediately. Particles and flocs remain on
the bed if the bed shear stress is less than the critical shear stress for deposi-
tion.

The rate of deposition can be expressed by:

S = Wc(l —TT

h ) for (1<1, ¢) (2.16)
* c

where S is the source term in the advection dispersion equation, C is the con-
centration of the suspended sediment, w is the mean settling velocity of sus-
pended particles, h- is the average depth through which the particles settle,
¢4 iS the critical shear stress for deposition and t is the bed shear stress.

A detailed description on the mean settling velocity is found in the NST-refer-

ence manual, section of Suspended Load for the Engelund-Fredsoe sedi-
ment transport model.
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The bed shear stress can be given by, for instance, the Manning formula:

2
T = pg—— (2.17)
M2h1/3

where p is the fluid density, g the acceleration of gravity, M the Manning num-
ber, h the flow depth and V the flow velocity.

By substituting the expression for the bed shear stress, equation (2.17) into
equation (2.16) the deposition rate can be expressed by equation (2.18):

S = V;C(l —(Vidﬁ for V<V, (2.18)
* c

where V4 is the critical deposition velocity.

According to Engelund and Fredsge (1982), /19/, deposition occurs when-
ever:

fg 125w (2.19)
P

Hence, by substituting Equation (2.16) and (2.19) into Equation (2.18), V, 4 is
expressed as:

Mhl/6

g

Vg = 125w (2.20)

The vertical variation of concentration of suspended sediment is defined as:

J;(l‘ 1)st 2.21)

S

in which z is the Rouse Number:

_w
2= 53 [p (2.22)

and s is a normalized vertical co-ordinate.
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Hence, the average depth, h-, through which the particles settle during depo-
sition can be obtained from equation (2.23):

1 1 )z
h -[OS(E_I ds

h j;(é_ 1) ds

The resulting relation between h+/h and z is shown in Figure 2.1

(2.23)

Figure 2.1 Relative depth through which settling particles must fall

Dispersion Coefficient

Longitudinal dispersion is caused by the combined action of a non-uniform
velocity distribution and diffusion. The longitudinal spreading under the influ-
ence of a non-uniform velocity distribution is much greater than would be
achieved by molecular and turbulent diffusion alone. The dispersive transport
follows Fick's diffusion law (see section 2.5 Advection-Dispersion Equation
(p. 192)).

The dispersion coefficient is determined as a function of the mean flow veloc-
ity, viz:

Qn+l/2 b

D" = a (2.24)

n+1/2
A

J

where, a and b are constants to be specified by the user. A constant disper-
sion coefficient is obtained by selecting b=0.

In rivers the dispersion coefficient is in the order of 5 to 10 m2/s increasing to

between 30 and 100 m2/s as two-dimensional processes (secondary cur-
rents, wind induced turbulence) become more dominant, e.g. in estuaries.
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A

29 Erosion, CST

The resistance against erosion of cohesive sediments is determined by the
submerged weight of the individual particles and by the interparticle electro-
chemical bonds which must be overcome by the shear forces before the ero-
sion starts.

The rate of erosion has been described by the expression (/17/):

*

S = 7(1 —TT ) for ©> 1, (2.25)

ce

where S is source term in the advection dispersion equation, t the bed shear
stress, 1 the critical shear stress for erosion, M- the erodibility of the bed
and h the flow depth.

The bed shear stress can be given by, using the Manning formula:

2

T = pg—— (2.26)
M2h1/3

where p is the fluid density, g the acceleration of gravity, M the Manning num-
ber, h the flow depth, and V the flow velocity.

By substituting Equation (2.25) into Equation (2.26) above, the erosion rate is
expressed by:

S = %(1 _(Vice)z) for V>V, (2.27)

where V, , is the critical erosion velocity.

2.10 Mass transport and mass balance

The advection/dispersion model computes the concentration of matter in
each computational grid point. However, often the transport of matter at a
specific location is of more interest. Based on simulated concentrations the
total transport (convective and dispersive) is computed at each grid point and
the results are stored in a MIKE 11 “.res11’ file.

Relating the transport to the change of mass within a control volume at each
point a complete mass balance can be established at each time step. The
mass balance will automatically reveal any mass error problems.

The AD-mass error is always zero when the conditions below are satisfied:
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2.10.1 Mass

e The mass error in the hydrodynamic simulation is zero.

o Cross sectional data are available in all computational grid points (i.e.
there are no interpolated data).

o The advection/dispersion calculations are fully consistent with the hydro-
dynamic simulation.

In order to ensure fully consistency between the HD and the AD simulation,
the time step in the simulations should be identical. During “dry out” (the
water level falls below the river bottom level) consistency can not be sus-
tained in the two simulations.

Referring to Figure 2.2 the equations for transport and mass balance are
established.

time

[ m 0 h 0
AD c o) ¢ m _c
ot 1
. o .
n
-1 i 1
i i+

W Distance, x

Figure 2.2 Calculation scheme and subscript notation in MIKE 11.

The mass in grid point j, M, is given as:

M= st el (2.28)

where:
stvvolume of water

C Concentration



Mass transport and mass balance ;

2.10.2 1st order Decay
The 1st order decay, D, is calculated as:

D" = K(oC] "+ (1-0)Cystv] ! (2.29)

where:
K Decay constant (h-1)
F time centring coefficient

The time centering coefficient is given as:

0,5+ 0,083KAt , for KAt<0,1

o = 1 1
_FAI‘—FI—’K/M , for KjAt>O,l
—e

(2.30)

2.10.3 Transport

The total transport is given as the sum of advective and dispersive transport
into or out of a control volume.

The transport, T, of a component is not calculated in a grid point, but as a
transport from one grid point/calculation box to a neighbouring grid point/cal-
culation box, i.e. T.y, and T}y, see Figure 2.2. However, for presentation of
the calculated transport in a longitudinal profile, MIKE 11 presents T}, at
grid point j.

2.10.4 Advective transport
The advective transport, AT, is calculated from the mean value of the dis-
charge in two neighbouring control volumes and the concentrations in both

boxes. Additionally, the advective transport is corrected with an explicit third
order correction term.

1/2 1 1/2 1721 1 1
ATV = L e (G o Ol G+ Com) 231)
Correction term:

Corr = (C;’fll/z—C'-7+ Y2y Cffll/z)Corfac (2.32)

J

where:
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q discharge

and

é(l + %GZ) ,for 6 <1
corfac = (2.33)

4% ,foro>1

where ¢ is the Courant number:

o = UAt (2.34)
Ax

2.10.5 Dispersive transport

The dispersive transport, DT, between two neighbouring control volumes is
calculated as follows:

1 . .
DT}Y = (AT + AL )(Diff,+ Diff, ) (2.35)
1
S+ Gl -6+ ¢
where:

AArea

DiffDispersion coefficient

2.10.6 Mass balance

200

The mass balance, MB, is given as the difference between mass on time n
plus all mass transported into the box and mass on time n+1 plus all mass
transported out of the control volume:

n+1 n n+1

+1/2 +1/2 +1/2 +1/2 +1/2 n+1/2
+(DT} 5 +AT S —DT AT 5 + LAT] =D)AL

The total mass balance is given as the sum of all mass balances in the river
setup.
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2.11  Solution Scheme, AD

The advection-dispersion equation is solved with a fully time and space cen-
tred implicit finite difference scheme in order to minimize any artificial (hnumer-
ical) dispersion. Moreover, it has been ensured that the discretization is mass
conservative. The finite difference scheme is derived by considering the
mass flux into a control volume situated around the grid point j. The bounda-
ries of this control volume are the river bed, the water surface and the two
cross-sections situated at j-/2 and j+V%, respectively, see Figure 2.3.

Figure 2.3 Definition sketch for the control volume.

The two equations considered are the continuity equation and the advective-
dispersive transport equation.

2.11.1 Continuity equation:

V{)+I/2C()+I Vr‘7+1/ZCr‘7 i i
L At/ - Al /+TF+1/2 _T?+1/2 (2.37)

n+1/2 An+1/2 “1/2p AN
-4q Cq _V/"7 KC;

where C is the concentration, V the storage volume, T the transport through
box walls, g the lateral inflow, At the time step, C, the concentration of lateral
inflow source, K the linear decay coefficient, j the grid point and n the time
level.
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2.11.2 Advective-dispersive transport equation:

n+Y n+%
cl. ¢

+V ANt A* n+' fi
Tion = Qi Cruy— Al D=+ (2.38)

where,
fovlf is the discharge at the right wall of the box

Yo . . .
Aff,/z is the cross sectional area of the right wall

D is the dispersion coefficient

c

i+, 18 an upstream interpolated concentration given by:

* 1 1 1 n
Cirv = 3(Cli + G+ G+ C)) (2.39)

,min(é(l + %2) ﬁ)(cj’ﬂ -2C/+Cj_))

in which o is the Courant number (uAt/Ax). The last term of Equation (2.39) is
an explicit third order corrective term.

Substitution and rearrangement of the above equations give a general implicit
finite difference equation which relates the concentration in three neighbour-
ing grid points to each other at any time level as:

n+1 n+1 n+1 _
oGy +BC +yCiy =8

; S (2.40)

Unlike the general formulation for water levels and discharges (see Appendix
A Appendix (p. 391)), the concentrations are defined in each grid point, i.e.
non-staggered.

The system of linear equations are solved by the "double sweep" algorithm
as presented in section 1.31 Solution Scheme (p. 160) and in section A.9
Solution Scheme (p. 429).

212  Stability

The applied computation scheme in the advection-dispersion model is stable
even for large Peclet numbers, ie for:

AX
Pe = v—=>2 2.41
e =Vvg> (2.41)

where,
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vis the velocity
Axis the distance between the computational points
Dis the dispersion coefficient.

The space and time step should be selected in such a way that the convec-
tive Courant number Cr is less than 1.

At
=v—<2 2.42
Cr VAX < ( )

Notice that Ax is the distance between two computational points in the AD
computation. MIKE 11 places computational points in the AD scheme in both
h- and Q-points, ie Ax in an AD computation is 0.5 Ax in the corresponding
HD computation. Hence if, the time step used in the HD computation criteria
has been limited by the velocity criteria, this should be reduced by a factor of
two in the succeeding AD computation.

If convective Courant numbers greater than unity appear in the computation,
a warning will be displayed. If this warning is ignored more than 5 times, the
computation will continue without further warnings. The computational results
should, in this case, be treated with care, and preferably the computation
should be repeated with altered time steps.

2.13 Nomenclature
Across-sectional area.
Cconcentration.
Cprconcentration at a model boundary.

C,uiconcentration at a model boundary prior to change in the flow
direction.

Cqconcentration of lateral inflow source.
Ddispersion coefficient.

hflow depth.

h-average depth through which particles settle.
lenergy slope.

Jgrid point.

Klinear decay coefficient.
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Kixtime scale specified in input.
MManning number.

M-erodibility of the bed.

ntime level.

glateral inflow.

srelative density of sediment.

Ssource term in advection-dispersion equation.
Ttransport through control volume walls.
Ttemperature.

tactual time.

tnixtime since flow direction changed.
tup,downtime of sunrise and sunset.

uflow velocity.

Vstorage volume.

V. qcritical deposition velocity.

Wfree settling velocity.

Wissetting velocity of flocs.

wmean settling velocity of suspended particles.
pfluid density.

tbed shear stress.

1. gCritical shear stress for deposition.

14 cCritical shear stress for erosion.

oCourant number.

Ariathurai, R., MacArthur, R.C. & Krone, R.B. (1971): Mathematical
Model of Estuarial Sediment Transport. Department of Civil Engi-
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Manual Format

A

3 NST Reference Manual

This manual should be used when undertaking sediment transport and/or
morphological model applications. It provides a description of aspects which
are encountered during the development, calibration and application of these
models. Derivation of resistance and sediment transport relationships are
described under the relevant headings. The manual should be used in con-
junction with the MIKE 11 User Guide.

Some of the sediment transport formulas and other features of the Non Cohe-
sive Sediment Transport module have been developed in cooperation with
CTI Engineering, CO., Ltd., Japan.

3.1 Manual Format

All descriptions in this Chapter are under headings presented in alphabetical
order. A list of the headings for this Chapter is given below.

Powering Water Decisions

A General Description (p. 210)
Sediment transport models (p. 210)
Bed forms (p. 211)

Morphological model (p. 213)

Graded Sediments (p. 222)

Dune dimensions (p. 228)

Flow Resistance (p. 235)

Incipient motion criteria (p. 241)
Ackers and White model (p. 243)
Ashida & Michiue model (p. 245)
Ashida, Takahashi and Mizuyama model (ATM) (p. 249)
Engelund & Fredsge model (p. 252)
Engelund & Hansen model (p. 256)
Meyer-Peter & Miller model (p. 258)
Sato, Kikkawa & Ashida model (p. 259)
Smart and Jaeggi model (p. 260)

van Rijn model (p. 262)

Nomenclature (p. 267)

References (p. 271)
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3.2

3.3

A General Description

The non-cohesive sediment transport module (NST) can be run in two
modes; explicit and morphological. In the explicit mode output is required
from the hydrodynamic module (HD) in terms of discharge water levels,
(cross-sectional area and hydraulic radius) both in time and space. There is
no feedback from the sediment transport calculations to the HD module.
Results are in the form of volume transport rates and accumulated volumes
of deposition or erosion. The explicit mode is useful where significant mor-
phological changes are unlikely to occur. An estimate of the sediment budget
can then be obtained economically with this mode (in terms of computer
time).

In the morphological mode sediment transport is calculated in tandem with
the HD module. The feedback from the sediment transport calculations to the
HD is achieved through solution of the sediment continuity equation and
through the updating of the bed resistance and the following sediment trans-
port. Results are in the form of sediment transport rates, bed level changes,
resistance number and dune dimensions (depending on the transport rela-
tionship adopted). This model requires considerably more computation time
than the explicit model but is more representative of the dynamic alluvial pro-
cesses.

The NST module is equipped with five different models for the calculation of
sediment transport rate and alluvial roughness. These are the Engelund and
Hansen model, the Ackers and White model, and the Smart and Jaeggi
model for the calculation of the total load, and the Engelund and Fredsge and
van Rijn models for the calculation of bed load and suspended load sepa-
rately. Branches in the model where no sediment transport takes place can
be specified as passive branches. All these models can be run using a single
representative grain size or using a number of grain sizes representing grain
size fractions in graded material as an add-on module. Provision is also made
for specifying the geometric standard deviation of the grain size distribution to
enable the mean diameter of the suspended bed material to be computed. All
the options mentioned above are available in both modes; explicit and mor-
phological.

Sediment transport models

Multiple sediment transport models are available in MIKE 11. These are listed
hereunder and described individually in sections below:

e Ackers and White model (p. 243)

e Ashida & Michiue model (p. 245)

e Ashida, Takahashi and Mizuyama model (ATM) (p. 249)

o Engelund & Fredsge model (p. 252)

e Engelund & Hansen model (p. 256)



e Lane & Kalinske model (p. 256)

e Meyer-Peter & Miiller model (p. 258)

e Sato, Kikkawa & Ashida model (p. 259)
e Smart and Jaeggi model (p. 260)

e van Rijn model (p. 262)

The selection of transport model for a particular application depends on the
nature of the water course under study and on local experience in sediment
transport modelling. In the absence of any such knowledge, trial simulations
should be carried out with each model to see which gives better agreement
with measurements.

Once the most appropriate transport model has been selected, further adjust-
ments can be made to the predicted transport rates during the calibration pro-
cedure by the use of the two factors Factor 1 and Factor 2. These are
specified in ST parameter editor —»Calibration Factors and are used to apply
a linear correction factor to the predicted suspended and bed load transport
rates, respectively (or to the total load, Factor 1 only).

34 Bed forms

3.4.1 Ripples

3.4.2 Dunes

The bed of a stream where sediment transport occurs will not generally be
flat but will be covered by bed forms belonging to one of the following catego-
ries, illustrated in Figure 3.1.

o Ripples
. Dunes

o Plane bed

e Anti-dunes (standing waves - chute and pool)

Ripples are triangular waves with a small wave length (compared to the water
depth). Ripples are usually formed in fine sediments at rather low transport
rates, while coarse sediments normally form dunes. Ripples are therefore
associated with hydraulically smooth beds.

Dunes are the most important bed form encountered in river hydraulics and
most work on the hydraulic resistance of alluvial rivers has been concerned
with dune covered beds.

Dunes are large, triangular waves and are long compared to the depth of
flow. Dunes are generally irregular and three dimensional.
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Both ripples and dunes have a gently curved upstream side and a steep
downstream side with a slope close to the angle of repose. At the crest of the
bed forms the flow separates and a bottom roller is formed. The formation of
ripples and dunes on an originally plane bed has been explained through sta-
bility analyses (/27/). Small sinusoidal perturbations of the bed are found to
increase with time and the wave length with the highest amplification corre-
sponds to the wave length of the emerging bed waves.

||
IPPLES
= )
—= = -

DUNES

e

BELC
el U o

AMNTI DUNES

Figure 3.1 Development of bed forms for increasing flow velocity

3.4.3 Plane bed

The stability analyses have shown that, in the case of a high suspended load,
a plane bed will remain stable. This is due to the lag between the local
hydraulic conditions and the suspended load.

3.4.4 Anti-dunes

Anti-dunes appear when the perturbation of the water surface is in phase with
the bed perturbations. This occurs when the Froude number, F, exceeds the
limit for critical flow:

tanh (kD)
F _ 3.1
g kD 3-1)
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where,
k is the wave number of the bed forms
D is the water depth.

Anti-dunes are nearly sinusoidal bed waves which generally move upstream.
The water surface is also sinusoidal, in phase with the bed waves and with a
larger amplitude.

The anti-dunes may vary in a cyclic manner, growing until breaking of the sur-
face wave occurs, after which they are washed out and new, small ones form
again.

3.5 Morphological model

The morphological model updates the bed level due to erosion or deposition
using the continuity equation for sediment transport. The model updates the
level of the entire cross-section or only a part of it (normally representing the
river channel) and leaving the bottom level of the remaining part of the cross-
section (normally representing the flood plains) unchanged. The model distin-
guishes between the river channel and flood plain using a divide level speci-
fied in the cross-section editor, i.e. levels in the cross-section below this
divide level are assumed to belong to the river channel. It is possible to spec-
ify a specific flood plain resistance (in the HD editor under the flood plain
resistance tab) to be used on the flood plain above the level of divide. Note
that this facility is only implemented when running the hydrodynamic module
and the sediment transport modules coupled i.e. in the morphological mode.

Various possibilities for morphological changing of the cross-section shape is
available. If a divide level has been specified only the river channel is
updated, which implies that sediment transport only takes place in the river
channel.

The sediment transport is calculated on the basis of flow velocity (u), depth
(D) and transporting width (W;) and is obtained in the following way:

_ Q.
u- g (32)
D =R, (3.3)

— AC
W, = B (3:4)



Q is discharge
A is cross-sectional area
R is resistance radius

and subscript ¢ refers to the river channel values. If the cross-sections are not
divided into river channel and flood plain components the corresponding val-
ues for the entire cross-section are used.

Assuming that the friction slope is constant across the free water surface
width the discharge in the river channel can be expressed as:

M.RV3A
————= Manning No.
MR, Ay

c RA
———>—= Chezy No.
CiRy A

where,
M is Manning roughness coefficient
C is Chezy roughness coefficient
Rccomposite resistance radius
Mcomposite Manning roughness coefficient
Ci,composite Chezy roughness coefficient

The three latter are given by

y (3.6a)

R, = {A/E‘AC—i_A/EfAsz
t

M. JRA.+ M. /RA
Mt: c«/ic c fA/7f f (3.6b)

JRA;

C.JRA .+ Cq/RA
Ct: CA/ic c fA/7f f (3.6¢)

JRA,

Where subscript t refers to the entire cross-section, c to the river channel part
and f to the flood plain part.
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The sediment continuity equation is solved at h-points using a Preissmann
Scheme.

Waz" ! WAzj’f,l Qtff,l el !
1=e) (I -y)——F— Y= | +0 A
7 —of

+(1_9)3L+A1X_QL:0

@.7)

where,

WAidth of the river channel or entire cross- section, defined as the
width of the cross-section at the calculated water surface

Az"*1change of bottom level.

Qt =wqt] .

qt]'-’ sediment transport rate per unit width.
gporosity of sediment.

yspace centring coefficient (0,5 <y < 1) (PSI: ST parameter editor
— Transport Model).

6time centring coefficient (0,5 <6 < 1) (FI: ST parameter editor »
Transport Model).

The transport at t = (n+1)At is approximated by:

2Qtou , 0QtaD

n+1 n n+1
4 = A ' .
“ @ ( ouoz oD 62) I (38)

J

or introducing the term o

Q! = Qff +anz] " (3.9)
where,
u is flow velocity

D is flow depth

ou/d0z and 0D/oz are, by default, calculated assuming locally steady flow
(back water curve).
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Further, it is possible to select:
— = -1 and == = +1 (3.10)
zu

(ST parameter editor »>Transport Model —dH/dz switch), which is an accept-
able approximation in strongly unsteady (tidal) flow.

0Qt/0zu and 0Qt/oD are obtained by numerical differentiation, e.g.:

o0Qt Qt(u+Au,D)— Qt(u, D) (3.11)
ou -

Au

or

0Qt _ Qt(u fac D) — Qt(u, D) (3.12)
ou ufac—u .
where,

fac — u+uAu (3.13)

and may be set in ST parameter editor —»Transport Model — Fac.

Updating of bottom level

Various assumptions regarding the change in bathymetry of a cross-section
during erosion and deposition can be made. In some cases sediment will
accumulate in the deepest parts of the cross-section before deposition occurs
closer to the bank (e.g. in a reservoir behind a dam). For tidal estuaries
another deposition pattern with pronounced deposition along the banks can
occur. Such considerations are necessary when the results from the MIKE 11
morphological model are interpreted, as the model is only one-dimensional.
However, the MIKE 11 provides different options, see below, for how to
update the bottom level. The appropriate model should be chosen based on
engineering judgement.

Instead of solving equation (3.7) with respect to Az"*1, the change in cross-
sectional area AA is calculated, AA"*1 = WAzn*1. The cross-section is subse-
quently updated (i.e. the processed cross-sectional data tables used in the
computation are changed) in one of the following ways, see below and
Figure 3.2.

In the following model descriptions subscript i refers to the levels in the pro-
cessed data table. Subscript k in model 1 refers to the level in the processed
data table where the area is larger than the change in cross-section area AA.
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Model 1

Deposition in horizontal layers.
Erosion as model 5:

Levels:

’ , Wi — Wy '
A <AA <AL, (3.14)
n+l _ _n n n
7, =2z for z; >z,
Widths: unchanged
Areas:
n+1 n n
A =0 for z; <z, (3.15)
Al = AT - AA for 2 > Z]
Hydraulic radii:
R'"'=0 for 2! < zZj
i 2
n+1 n+1,3/2
Y@ -z ) AW (3.16)
n+1 = n n
RI ==L An+1 for ZI >Zk
i
Model 2

Deposition and erosion uniformly distributed below the water surface. No
deposition and erosion above:

Levels:

+1 AA
7 =Z?+——for Z?Sh
Wsurface
. . (3.17)
Wourface= Width of cross section at water surface level h
+1
z]" =2z for z{ >h

1
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Widths: unchanged

Areas:

n+1 n n

. =A. - <
Al = A for 2] <h 3.18)
AP = AT AA for 2] > h

Hydraulic radii:

R;HIZR? for z; <h
i 2
n+1 n+1 3/2AW
1 Yz -z ) i (3.19)
n-+ i = n
R == e for z; > h
i
Model 3

Deposition and erosion proportional with depth below water surface. No
deposition and erosion above:
Levels:

AA
Al

surface

o=

zf“ = z? +a(h- z?) for 27 <h (3.20)

A = area of cross-section at water surface level h

surface

n+1

Z:

i =2z for z] >h

Widths: unchanged

Areas:

i =

n+1 n n
— . <
A (1-a)A; forz;<h (3.21)

n

Al = AT_AA  for z]>h
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Hydraulic radii:

RI"'=(1-w)R] for z' <h
i 2
+1 +1,372
S -z ) AW, (3.22)
n+l _ |j=1 n
R =4 A?H for z; > h
Model 4

Deposition and erosion uniformly distributed over the whole cross-section
(i.e. below the bank level):

Levels:

2 =z AA
Wiop (3.23)

W;op= Width of cross-section at the top level z

max

Widths: unchanged

Areas:

Al = A7 (3.24)

I 1

Hydraulic radii:

R"' =R} (3.25)
Model 5
Depositionanderosionproportionalwithdepthbelowbanklevel (toplevel):
Levels:
_AA
n
HHA"”’ (3.26)

=zl +a(h-z

Ayop= area of cross-section at top level z, .,

Widths: unchanged
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Areas:
AT = (1-a)A] (3.27)
Hydraulic radii:

R = (-wR] (3.28)

MODEL 1 MODEL 2 MODEL 3

MODEL 4 MODEL 5

Figure 3.2 Update of bed level in MIKE 11 morphological model

3.5.2 Boundary Conditions

The unknown variable in the finite difference scheme is Z. This becomes evi-
dent by substituting Equation (3.15) into Equation (3.14). Boundary condi-
tions should therefore be given in terms of bed level variation, although a
sediment transport boundary condition can also be given. In this case Equa-
tion (3.20) is normally used to determine AZ with Qf” replaced by the
boundary sediment transport. However, when there is a serious imbalance at
the boundary point, i.e. when alpha is small and Qt,,,» Qt" this formulation
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may give rise to numerical stability problems. In this case the difference
between the transport specified at the boundary and the calculated transport
at the in-flow point (first or last grid point depending on the flow direction) is
assumed to erode/deposit at the inflow point, (one point continuity), i.e.:

n+1 n+1

Qtyng/W—(QL +arz] ) = %)-t((l —e)AZ, (3.29)

which is solved for Az/'-7+1

Boundary conditions should be given at all inflow boundaries. In tidal models,
boundary conditions should also be given at the tidal boundary (alternating
in- and outflow).

At nodal points the sediment is distributed according to the flow discharge, Q,
(i.e. with coefficients K, to K, and exponents n4 to n, equal to 1) or according
to a user specified distribution (i.e. with K; to K4 and/or n4 to n, different from
1). For example, in Figure 3.3 the transport rate in branch 3 is expressed as:

n
K;Q;’
1 1 1

Q' = @i e (3.30)
K,Q;" +K,Q,
and similarly for branch 4. The first grid points in branches 3 and 4 are treated
in the same way as external boundaries with Qt,,, replaced by th7+ ' and
Qtf+1 , respectively.

Figure 3.3 Distribution of sediment according to discharge

In nodal points sediment can be transported into a branch which has been
specified as passive, but no sediment can be transported out of a passive
branch.
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3.5.3 Low flow correction

3.54 Hints

When the water level becomes less than a certain threshold value (delh,
given in HD parameter editor — Default Values) the hydrodynamic model
introduces an artificial slot, see Chapter 1 HD Reference Manual (p. 17). In
this case the calculated velocity may have a rather arbitrary value, which may
give rise to unrealistically large sediment transport rates. This problem has
been solved by multiplying the calculated transport rate with a reduction fac-
tor f given by:

0 D <delh
f= (D—‘ge—’h) delh <D <2delh (3.31)
1 2delh <D

The Preissmann scheme is well suited to the solution of hyperbolic problems
with only one characteristic. However, it has a drawback. At small Courant
numbers it may generate short wave oscillations (wave length 2Ax). The
oscillations can be damped by space forward centring the scheme (i.e. by
using a large value of y). This, however, will give rise to numerical dispersion
at high Courant numbers. At a later stage an option for automatic selection of
the optimum value of y will be incorporated, i.e. the value which just prevents
the short wave oscillations.

The factor fac used in the numerical differentiation of the sediment transport
formula should not be made too small because this will give rise to ‘over-
shoot” phenomena in the numerical solution. A value of about 1.5 will be on
the safe side in most cases unless very strong gradients occur.

The sediment transport Courant number can be approximated by

_ At 1
Cr = SxDT % (3.32)

This implies that the morphological model can run with a much larger time
step than the dynamic flow model and that a quasi-steady flow simulation will
be sufficiently accurate, (see also de Vries, 1981, /41/). Often the time step
will be limited only by the ability to resolve the boundary conditions.

3.6 Graded Sediments

An add-on module is available for model applications in non-uniform sedi-
ments in which the sediment transport can be calculated by fraction and the
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variation in time and space of the particle size distribution determined. As a
general guideline the graded sediment module should be used where the bed
shear stress is close to the critical value for erosion. Where the bed shear is
much greater than the critical value then using a single representative grain
size is acceptable.

The simulation of graded sediment transport is an option available in the mor-
phological mode (see section 3.5 Morphological model (p. 2713)) and for each
of the 5 sediment transport formulae (see section 3.5.1 Updating of bottom
level (p. 216)).

For the simulation of graded sediments and sediment sorting the bed material
is considered to comprise two layers; an active layer overlying a passive
layer. This is illustrated in Figure 3.4. The active layer is the layer within which
the bed load transport takes place and its depth (Z,) is defined as one half of
the dune height.

The dune height is predicted according to the selected transport model type,
viz.:

o Engelund-Hansen
e Ackers and White
Engelund-Fredsge

e Smart and Jaeggi

Meyer, Peter and Muller

Sato, Kikkawa and Ashida

Ashida and Michiue

Ashida, Takahashi and Mizuyama (ATM)

H_ 21 - l( _ec)

S where / 3 1 5 (3.33)
e vanRijn

- 0% - (49" ] e (4]

B 0,11 R 1 —exp ™ 1]¢26 ™ (3.34)
where,

H is the dune height and 6" and u’rare calculated as described under the

appropriate transport-model section.

Z0 =05H



For decreasing dune height (i.e. decreasing bed shear stress) the minimum
dune height is specified by the user.

If erosion of the bed material occurs, the composition of the material in the
passive layer (Z-Z,) stays the same. However, if deposition occurs active bed
material is (instantaneously) mixed with the material in the passive layer and
the composition is modified accordingly.

The additional input data required to simulate the transport of graded sedi-
ment are the initial percentage size distributions of both the active (P,) and
passive (Ppeqg) layer (they may have the same distribution initially). The data
are specified as a number of fractions, N (referred to by subscript i for class-
number), which remain fixed, and the corresponding percentage and mean
grain size for the fraction. This percentage varies as sediment is transported
selectively and mixed between the layers.

- 7
" Activa z el pg™ 7'
z Layer Za' P Ia
Z'— Za" 752 2 2 ; 2 | 7 g
A E
FPbad Bhed"™"
Phed"!
Fassalve
Layer
Time leval n Tirme level n+1 Time level nt+i
Erasion Deposilon

Figure 3.4 Active and passive sediment layers for the simulation of graded sedi-
ments

The transport and mixing of graded sediments is simulated in the following
manner. The sediment transport is calculated for each specified class size
separately. The calculation is modified in two ways from the calculation of a
uniform material. Firstly, the criterion for the threshold of movement(6. or A in
the Ackers and White Model) is modified to allow for the hiding of finer parti-
cles and the greater exposure of larger particles as well as the mutual inter-
ference between particles of different size. 6, is modified by applying
Egiazaroff's (1965),/24/, correction factor as follows:

_ o | In(19)

O, ‘. /19d;
ln(d d)

me

(3.35)

where,
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0. is the dimensionless critical bed shear stress for class i
I

0. is the dimensionless critical bed shear stress for a uniform sedi-
ment

dmediS the mean grain size of the total sediment population

For the Ackers and White Model, the modified value of A is expressed as fol-
lows:

d; 02
A = A(d ) (3.36)

me

Aijis the critical flow mobility number for class i
Ais the critical flow mobility number for a uniform sediment

The second modification is to multiply each class sediment transport, gt;, by
its percentage contribution, p;. After the transport rate in each class has been
calculated, the total transport, gt, is determined by summation over all
classes, N:

N
gt = > qtip; (3.37)

i=1

The sediment continuity equation is then solved in the same way as for a uni-
form sediment using the total transport to obtain the change in bed level, Az.
Once Az is known the sediment continuity equation is solved for each class
size using the class transport rate, gt;, and the total bed level change,Az, to
obtain the new percentage contribution of the active layer, p;. The following
relationships are applied:

The sediment continuity equation for each fraction may be expressed as:

Wp.Z .
oW, L oat _ 0 (3.38)

(I=e)=75r* 55

where,
¢is sediment porosity
Wis channel width

;TZis the average proportion of class i in both passive and active
layer (i.e. over depth 2)
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Expanding the first term of Equation (3.38) gives:

p.Z oWp,Z oWp,Z
(1- ) WPL _ (1—8)|:( )I}m( = )/__1(1—\1’)} (3.39)
in which the time derivatives are expressed by:
p—ZnH _ pg+lzn+1+pge+dl(zn+1 Zg+1) (3.40)

and similarly for time level n (subscript i has been removed for convenience).

The composition of the material in the passive layer at time level n+1
depends on whether the interface between the active and passive layer
moves up or down and is expressed by:

1 1 .
(2" =20 < (2"~ Z0) (Erosion):

n+1

Phed = Pbed (3.41)

implying that the passive layer is assumed to be totally mixed.

1 +1 "
(2" =207 > (2"~ Z) (Deposition):

bed (2" =207y = ppeg 2" - Z2 (3.42)

b (pZ“+p2>[<2"”—ZZ“)—(Z”—ZZ)]

The symbols used in the above expressions are as shown in Figure 3.4.

Similarly, a weighted time average is used to expand the space derivative in
the transport term in Equation (3.38).

where, qtf7+1 is approximated by:

ogt _ qty—qti;  _ (1-6)(qti;—qt; ) 6(qt];—qti; )

= = + (3.43)
ox AX AXx AX

gt} "' = pglat" —pgat”  +qtf + AZ" g, (3.44)
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and

_ 99%iou  99%6D

%~ Buoz oD oz (3.49)

and is calculated for each fraction.

The above expressions, ((3.39) to (3.45)), are solved for the unknowns p,
and ppeq at time level n+1.

3.6.1  Boundary conditions

The unknown variable in the finite difference scheme is p;. Boundary condi-
tions should therefore be given in terms of fraction values for each fraction
and bed levels. Boundary conditions can also be specified as fraction sedi-
ment transport rates (either defined by a time series file or by defining the
sediment supply boundary type). In the case of a fraction sediment transport
boundary, Equation (3.44) is normally used to determine pg,” with qt,f'+1
replaced by the boundary sediment transport Q;,,o/W. If there is a serious
imbalance at the boundary point, i.e. when alpha is small and Q;,,;» Qf;
numerical instabilities may occur. In this case a one point continuity equation
is solved, i.e.:

Qipng _ n+1 _ AX D7
w4 = A eAP2) (3.46)

The boundary condition is given by the summation of all the fraction sediment
boundaries:

N
Qtong = Y. Qipna (3.47)

i=1
3.6.2 Graded sediments boundary conditions
In the case where Qy,,4=0, i.e. there is no transport of any fraction across the
boundary, all the fraction proportions are automatically set to zero except for

the most coarse fraction which is set to 1.

The distribution of sediment at nodal points is determined as described below
in section 3.5 Morphological model (p. 213).
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3.7 Dune dimensions

3.7.1  Equilibrium dune height

With the model presented by Fredsae (1979) /31/, /32/ the equilibrium dune
height can easily be found as a function of 0, (the dimensionless shear
stress taken at the top of the dune).

)

M%

Figure 3.5 Definition sketch

The friction factor is assumed to be constant near the dune top. This means
that the local dimensionless shear stress, 6, is proportional to the velocity

squared:

0= 0, q Z(D—ZH)2 ~ 6,0 H/D)22 (3.48)
(D-2)" q (1-z/H)

where,

D is water depth

z is local dune height

H is total dune height

q is flow discharge per unit width

In the case of small transport rates, i.e. bed load only, the local sediment
transport can be expressed as a function of 6:

D, = Dy(0) (3.49)
The spatial variation of @, near the top of the dune is expressed by:

00 _ 0, 2 a(z/D)
0=0pp0X 30 [0=0p, P1—H/D X |t0p

0D,
19).4

— a(Db

(3.50)
top 00
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where,
z is the local height of the dune.

The migration velocity of the dune, ¢, is calculated under the assumption that
all of the bed load transport is deposited on the lee side of the dune:

qp
(1-¢e)H

(3.51)

where,
Gy = Ppi(s—1)gd’
¢ = the porosity of the bed material

The change in the bed level near the dune top (on the upstream side) can be
expressed as:

0z 0z 9y 0z
ot Sox T T(1-o)Hox (3-52)
using the continuity equation for sediment:
oz _ 1 0qp
ot 1-gox (3:53)
Equations (3.50) and (3.52) can be related to each other as follows:
oD, 2000p 3(z/D)| _ Qb 0(z/D) (3.54)
00 [0=0,,1 =H/D 0x |top H/D 0x |top '
or as:

)
1-VH/D - 0P,

00 top

Equation (3.55) expresses the equilibrium height of the dunes in the case of
pure bed load. At the dune top 6z/0x = 0 in which case Equation (3.55)
does not apply. However, the equation must still hold a short distance
upstream of the top where the local dune height is almost equal to H.
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The influence from the suspended load

If the sediment transport consists of both bed load and suspended load the
equations are modified as follows:

e The total sediment transport (®; = @, + @) is still assumed to be a func-
tion of the local bed shear stress: ®; = @, (0")

o @, isreplaced by @;in Eq. (3.50)

e 0y is retained in Equations (3.50) and (3.52) as it is assumed that only
the bed load is deposited at the lee side of the dune

The general equation describing the equilibrium dune height thus reads:

H/D  _ @), (3.56)
1-%H/D (D, + Dy) '
20—

top

The variation of H/D as a function of 0' is shown in Figure 3.6 for sand with a
mean diameter of 0.3 mm using the Engelund and Fredsge transport model.

Figure 3.6 H/D as a function of 8. dgg = 0.3 mm

3.7.2 Equilibrium dune length

An expression for the equilibrium dune length has been obtained by Fredsge
(1982) /33/ through a consideration of the dune shape. The end of the dune is
defined as the point where 6z/0x is equal to zero, where z is the local dune
height. Negative values of 6z/dx will result in diverging flow and, conse-
quently, in very small transport rates. The transported sediment avalanches
down the lee slope due to gravity so that the lee slope is very steep.
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The dune shape is calculated by use of the continuity equation for sediment
in the following way:

1.

it is shown (/30/) that for bed forms which are travelling downstream with
a constant form and celerity, c, the height is proportional to the total bed
material sediment transport, 6y

q; = (1 —¢)cH+ const. (3.57)

where,
H is the dune height
€ is porosity

If only bed load, 6,, is considered, the transport is zero in the troughs and
the constant is, therefore also zero. Thus:

q; = (1-¢)cH (3.58)

Fredsge (1982) /33/ calculated the bed load along the dune through a
description of the local dimensionless bed shear stress, 0;, taken to be
proportional to the local mean velocity squared, and a function, f, of the
distance from the downstream dune front:

(1-H/D) f(x/H)
f(l _z/D)*f(L/H)

0=0 (3.59)

where,
L is the dune length
D is the flow depth.

The function, f, is assumed to be general, regardless of the shape and
size of the dune. The bed load transport along the dune is calculated by
use of a bed load formula. The effect of gravity on the bed load, 0, is
taken into account by adding to 6 the correction:

—0,12—)2( giving g = A(s— 1)gd3cpb(e—o,1a—z) (3.60)

10)¢

where, @, is the dimensionless bed load transport.



By combining Equations (3.58) and (3.59) a differential equation describ-
ing 0z/0x is found. The dune shape and length is found from the bound-
ary conditions:

Ox O horx =1 (3.61)
z=H

The function, f, has a maximum at x = 17 H so this is the length of the
dune if the effect of gravity and suspended load is neglected. For small 6,
values, however, the effect of gravity is important and causes the dune
length to be larger than 17 H.

As indicated above, the calculations are rather laborious and, therefore,
the following approximation is suggested for the ratio between the dune
height and length for bed load transport only:

H _ ] 0,06-146(0,15+6,—0)"* for 6<0,15+86, (3.62)
L1 006 for 0,15 +0,< 0
where,

0 is the dimensionless bed shear stress

0. is the critical value
Influence of Suspended Load

The sediment transport has its maximum at the dune crest, see Equation
(3.58). The bed load is a function of the local bed shear stress so that the
dune crest is the position with maximum bed shear stress in the case of bed
load only.

The suspended load is not a function of the local bed shear stress. A spatial
lag, 6, exists between the hydraulic parameters and the suspended load
because it takes some time for the suspended particles to settle or to be
picked up from the bed. The lag is given by:

5 = &Ub (3.63)



Dune dimensions

€ is the average eddy viscosity:

e = 0,077uh (3.64)
and u, is the ‘slip velocity’:

up, = UL2+2,5In (h/k)) = 15u, (3.65)

where, u, u, and uy, respectively, are current velocity, near bed and friction
velocities, h is water depth and k is the equivalent sand roughness.

Consequently, the point of maximum transport is moved downstream from
the point of maximum bed shear stress. The lag distance is determined from
the ratio between the bed load and the suspended load transport so that the
dune length is given by:

L=1L_+8 s 3.66
0 Tt o, (3.66)

where, L, is the dune length in the case of bed load transport only determined
by Equation (3.62).

The dune length as a function of 6" is depicted in Figure 3.7 for 0.3 mm sand.

Figure 3.7  The ratio of the dune height and the dune length as a function of 8'. dsq
=0.3 mm
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3.7.3 Non-equilibrium dune height

The rate of change of the dune height has been analysed by Fredsge (1979),
131/, 132/. It can be described by the equations used to calculate the equilib-
rium dune height.

The rate of change of the bed level z near the dune top is expressed as:

oc 0z  dz
ot ox dt (3.67)
where the celerity of the dune front is
9t
= 3.68
(1-¢)H (3.69)

where, g is the transport rate at the dune top, ¢ is the sediment porosity and
0z/0t is found from the equation of continuity:

0z _ ia(qb_qs)

ot 1-¢ 1904

_ -1 5(%—%)
top 1-¢ 00

26t0p oz
topl —H/Dox

(3.69)

Equations (3.67), (3.68) and (3.69) yield:

20
ﬁ‘_’f/(s— Hgd’ (3.70)
top~

dH _ _1 0z% 0y~ ¢s)
dt 1-edxH 20

In order to obtain a value of the change of the dune height which is represent-
ative for most of the dunes, the ‘integrated” value for 6z/dx: H/L is used in
Equation (3.70) leading to:

dH _ J(s-1)gd’1
dt 1-¢ L

-~ 26top a(q)b*(bs)
"D/H-1 30 |iop

(3.71)

3.7.4  Non-equilibrium dune length

At present no satisfactory theory for the change of dune length exists. The
dune length is of less importance for the hydraulic resistance than the dune
height, so an approximate description will suffice.

A possible definition of the dune length is the total length of a river reach
divided by the number of dunes in that reach. By that definition, the dune
length can (under uniform conditions) only be changed, if dunes disappear or
new ones are created. Consequently, it seems reasonable to include the
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average life time of a dune in the expression for dL/dt. A plausible assumption
is that the average lifetime T, of the dunes can also be used as the time scale
for the change in dune length:

dL _ L-L,
dt T,

(3.72)

where, L, is the equilibrium dune length. A stability analysis shows that, if the
position of the dune front of a single dune in a row of regular dunes in equilib-
rium is perturbed, the celerity of the dune ¢ will be reduced regardless of
whether the dune front has been advanced or retarded. This implies that the
dunes are unstable. If the dune front is retarded, the dune will be overtaken
by the following dune.

The time required for this process has been estimated from the calculated
celerity of the dune when the length has been reduced to L./2. This celerity is
about 85-90% of the celerity of the equilibrium dunes. It has, therefore, been
estimated that the dune will move a distance of the order of magnitude 10 Lg
before it is overtaken. Ty is thus approximately 10 L./c, yielding:

e

where, ¢ is the sediment porosity.

3.8 Flow Resistance

The calculation of the flow resistance is far more complex in the case of an
alluvial river than in the case of a channel with a fixed bed. This is because a
large part of the hydraulic resistance in the alluvial case may be caused by a
form drag on the bed forms whose configuration is determined by the sedi-
ment transport and the flow. The most important bed forms in natural streams
are dunes and the flow resistance in the case of a plane bed or a dune cov-
ered bed is treated in 3.8.1 Flow resistance - dune dimension (p. 235) and
Flow Resistance - 6—0" Relationship (p. 237). For flow resistance according to
White et al., see section 3.8.3 Flow Resistance - White et al. (p. 239).

3.8.1 Flow resistance - dune dimension

If the dimensions (height and length) of the dunes are known, the hydraulic
resistance (bed shear stress) can be calculated from the water depth and the
specific discharge. Furthermore, the portion of the dimensionless bed shear
stress, 0°, which is acting as skin friction on the gently curved upstream side
of the dunes can be determined.



The total bed shear stress, 1, is split up into the skin friction, t°, and a portion
which is caused by the form drag on the dunes t"":

T=1+1" (3.74)

1" is mainly caused by the expansion loss behind each dune and can there-
fore be described as Carnot losses (/30/):

” 2 2 2,42
" og D(l_ 1 ) LJouH (3.75)
p 2L \D D+H 2DL
where,
H is the total dune height
D is the flow depth
L is dune length
o is the velocity distribution coefficient which is close to one
u is current velocity
0 the discharge per unit width
Thus, the dimensionless shear stress, 0, can be written as:

2,42
T au H
—  =0=0"+t—- 3.76
(s—1)pgd 2(s-1)gdDL (3.76)
0" is by definition:
ump’2
f
= —_ 3.77
(s 1gd ©77)

and us can be found from the boundary layer equation:
u o z,s[m(&D')— 1} (3.78)
u’ k

f

where,

D’ is the boundary layer thickness (/30/)
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k is the equivalent sand size
D = D% (3.79)

The four equations can be solved in a few iterations, starting with (3.78), then
(3.11.4), (3.76), and (3.79). See also section 3.8.2 Flow Resistance - 60"
Relationship (p. 237).

3.8.2 Flow Resistance - 6-6" Relationship

When the bed is covered by bed forms, the total bed shear stress, t, can be
divided into two parts, T and t”".

t" is the shear stress acting on the gently curved upstream surface of the
dunes, and t"" is caused by the form drag on the dunes.

Engelund (1966) found, by applying a principle of similarity, that a relationship
exists between the dimensionless total bed shear stress, 6, and the dimen-
sionless skin friction, 07, Figure 3.8. The relationship for a dune covered bed
can be approximated by:

0’ = 0,40°+0,06 (3.80)
where,
- _1/p do = T/p
(s-1)gd an (s-1)gd

p is the density of water, s is the specific gravity of the bed material, d is the
mean grain size of the bed material and g is the acceleration of gravity.

In the case of a plane bed, the form drag becomes zero and the relationship
reads:

0 =0 (3.81)

The relationship given in Equation (3.80) has been determined from flume
observations. However, due to discontinuities in natural rating curves where
two water levels may exist for a single discharge, there are two possible solu-
tions to Equation (3.80) rendering it unsuitable for computer modelling. To
overcome this problem, Challet and Cunge (1980),/22/ proposed a modified
0-0" relationship as shown below. This is the formulation used in MIKE 11.

0<0,06 for 6'=60



0,06 <0 <0,30 for 8'=0,1360"%

0,30 <0 <0,90 for 8’=0,06 + 0,40°
0,90 <0< 1,10 for 8'=0,6670"**
1,10<0 for 0'=0

The flow over the ‘smooth’ upstream side of the dune can be described by the
boundary layer equation:

u 2,5[111 30D 1} (3.82)
u'; k

u is the mean flow velocity, u’; = J/t'/p, D" is the boundary layer thickness,
D" =D@’/8, D is the mean flow depth, and k is the equivalent sand roughness
of the dune surface, k~2.5 d.

8 - 1
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Figure 3.8  Plot of 6 versus 0' (experimental data)
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Under weak non-uniform flow conditions, the steady state flow conditions can
thus be found as a function of the specific discharge and the depth through
the following four equations:

u

. (3.83)
" s[m (M) - 1}
> 25d

u'

o f
__ Uy 3.84
(s-1)gd oo
0 % | (if 6 <= 0.062 then 0 = 0) (3.85)
b - 0¥ (3.86)

Equations (3.83) to (3.86) can be solved by iteration.

The Manning or Chezy coefficient can, if required, be calculated from the
mean flow velocity, the depth and the total dimensionless bed shear stress,
viz:

‘;—% - O(s-1gdp 12)gdp (3.87)
u

See also section 3.8.1 Flow resistance - dune dimension (p. 235).

3.8.3 Flow Resistance - White et al.

The flow resistance model developed by White et al. (1979) /42/ is an exten-
sion to the Ackers and White model (p. 243). The model is semi-empirical;
the governing parameters are found by dimensional analysis and, from the
analysis of a large amount of data, a functional relationship has been deter-
mined.

White et al. suggests that the alluvial roughness is a function of three dimen-
sionless variables defined below, (see also Ackers and White (1973), /20/
and section 3.10 Ackers and White model (p. 243)).

1. A dimensionless grain size, defined as the cube root of the ratio of
immersed weight to viscous forces

Dy, = d[g(%ﬂ}m (3.88)

14



where,
n is the viscosity of water (~10-6 m2/s)
d is the grain size

2. A general sediment mobility number given by

1-n

uf u
F, = (3.89)
gr
Ngd(s—1)| 35 log(l(:jD)

where,

n is a function of Dy, ranging from 0 (coarse sediment) to 1 (fine sedi-
ment)

n is defined in section 3.10 Ackers and White model (p. 243).

3. Afine grain sediment mobility number given by substituting n=1 in Equa-
tion (3.89), i.e.:

Frg = ——— (3.90)
Ngd(s-1)

— note that F, = /6 (see also section 3.8.2 Flow Resistance - 66"
Relationship (p. 237)).

Based on a large number of experimental data White et al. found a functional
relationship of the form:

Fo— A

Fg—A

- #(D,,) (3.91)

where, A is the critical mobility number for initiation of motion and is given as
a function of Dy, (see section 3.10 Ackers and White model (p. 243)). The
range of applicability for Equation (3.91) is F < 0.8 and 1 <D,,<60.

Curve fitting suggested two different expressions for the right hand side of

Equation (3.91), viz:

f(Dgy) = 1—0,76{1 —%J (3.92)
exp [(logDy,) ']



Incipient motion criteria )

when Dy, Fg and Fy, are based on dss, and

1 J
2,65
exp [(1,4logDy,)"]

f(Dg,) = 1-0,70{1— (3.93)

when the parameters are based on dgs.

Testing the model on a set of independent data (both experimental and proto-
type data) White et al. found that Equation (3.92) gave slightly better results
than Equation (3.93).

An iterative procedure is used to determine the alluvial roughness coefficient.
The general sediment mobility number can be expressed in terms of the fine
grain mobility as follows:

Fyr = Fiyt (3.94)

where, t depends on u, D etc., but is known:

u 10D\ "
_ log( 22 J (3.95)
L/szgd(s—l) ( d )
Inserting Equation (3.94) into Equation (3.91) yields:
t n 1
F,= —F;,+1-——— A 3.96
6 f(Dg) ( f(Dgy (3.96)

This formula can be used iteratively to calculate F, because both #/f(Dgy,) and
n are greater than 0 but smaller than 1. Subsequently, F, can be substituted
into Equation (3.89) to obtain uy. It is now possible, using Equations (3.90)
and (3.93) in section 3.10, Ackers and White model, to solve the sediment
transport rate.

3.9 Incipient motion criteria

3.9.1  Shield’s critical parameter

Many sediment transport theories imply that a certain threshold of the bed
shear is exceeded in order to initiate motion. One of the important contribu-
tions in this respect is the classical work by Shields. The theory will not be
described here. Only will be mentioned that Shield established a relation
between the particle Reynolds number and a dimensionless parameter for
motion, 6. which describes the ratio between driving and stabilising forces.If 6
exceeds a certain value 0, (Shields critical parameter) then sediment motion
will initiate.
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6 is defined by

2
u
0. = f.c 3.97

When the right-hand side exceeds a value of approximately 0.056, then
motion will initiate.

3.9.2 Iwagaki’s critical tractive force

Whenever any of the sediment transport formulas Meyer-Peter & Milller,
Ashida, Takahashi & Mizuyama, Ashida & Michiue or Sato, Kikkawa & Ashida
is chosen and uniform sediments is simulated, then the critical shear stress
(or critical tractive force) is estimated by the model of Iwagaki. If any other
sediment transport formula is used then the critical shear stress is calculated
according to the principles of Shields. However, if the following line is set into
the file MIKE11.ini in the section [ST_SIMULATION]

CRITICAL_TRACTIVE_FORCE =on

then the critical shear stress is calculated according to lwagaki’'s model for
these formulas as well. By default the above parameter is set to ‘off’.

Iwagaki’s Model:
The model relates the critical shear velocity uf . to the grain diameter d.,

226d  for d < 0,0065

8.41d""** for 0,0065 < d < 0,0565
Uge = 55,0d for 0,0565<d<0,118 (3.98)

134,60°"* for 0,118 <d < 0,303
80.9d  for 0303<d

where,
d the average grain diameter

ur cthe critical friction velocity corresponding to d

3.9.3 Modified Egiazaroff equation
If any of the sediment transport formulas Ashida & Michiue or Sato, Kikkawa

& Ashida is chosen and graded sediments simulated, then the critical shear
stress (or critical tractive force) is estimated by the modified Egiazaroff model.
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Modified Egiazaroff Model:
The model modifies the critical shear stress for average grain size by a factor
representing the influence of the actual grain size.

9 0450, 0, o0 _)*

d =7 ellog,,19,0(d;/ d)

di o 0,85

q =040 0o 375 (3.99)
where

dithe representative grain diameter for fraction i (cm)

0.the dimensionless critical tractive force corresponding to grain
size d;.

0.the dimensionless critical tractive force corresponding to the aver-
age grain size.

0. is calculated from the relation

u’2
f,c

0, = T (3.100)

where the critical friction velocity uf ¢ is determined from Iwagaki’s equation.

3.10 Ackers and White model

Ackers and White (1973) /20/ presented a semi-empirical sediment transport
model. The model is partly based on dimensional analysis but physical argu-
ments have been used to derive the form of the function that was tested. See
also under section 3.8.3 Flow Resistance - White et al. (p. 239).

The Ackers-White transport model reads:

Gy, = C(EA‘L 1)m (3.101)

where,
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Gg/is the general transport parameter, and C, m and A are model
parameters determined from the dimensionless grain diameter, Dy,

defined as:
Dy, = d[g(—sgﬁyﬂ (3.102)
v
where,
d is grain size
u is kinematic viscosity
s is the relative density of the sediment.

Fgrin Equation (3.101) is a general sediment mobility number defined as:

1-n

n
Fyr = Jufi u (3.103)
where,

Us is the friction velocity

D is water depth

n is a model constant determined from Dy, and ranges from O (coarse

material) to 1 (fine material).

Inserting these values of n into Equation (3.103) gives the sediment mobility
numbers for coarse (F.y) and fine (Fg) material, respectively:

Fog = u - (3.104)
B2gd(s— 1)10g<%)

Frg = N (3.105)
Jgd(s—1)

Gy is the general transport parameter defined as:

Gy = %(%f)n (3.108)



Ashida & Michiue model )

where,

X is the sediment transport as a mass flux per unit mass flow rate.

In determining the model parameters, Ackers & White distinguished between
three cases, viz. fine grains, coarse grains and a transitional grain size. The
classification is based on Dy,

Dgr < 1 (fine grains):

n=1

A = 0.37

C =295 104
m =11

1 < Dy, < 60 (transitional grain size):
n = 1.0-0.56 log Dy,
A - 023

222 10,14

/Dg,
log C = 2.86 log Dy, - (log Dg,)? - 3.53
_ 9,66

ar

m

+ 1,34

Dgr > 60 (coarse grains):

n=20

A = 017
C = 0.025
m = 1.50

ﬁ NOTE! When Dy, > 60 the formulation assumes that all material moves as
bed load. This might be wrong under extreme conditions.

3.11 Ashida & Michiue model

The Ashida & Michiue model consists of two parts: one which describes bed
load, and one describing suspended load transport.
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3.11.1 Bed load

The bed load model of Ashida & Michiue relates the transport to the friction
velocity, critical shear velocity and a effective friction velocity. The bed load
equation reads

' 3 2 '
— 7. Mt [ _Yte ( _“tc)
% =17 555 (1 " 1 (3.107)

where u'; is the friction velocity, u'; , is the critical friction velocity obtained
from Shield’s relation, and u'; . is the effective friction velocity determined
from the relation

14
’
Ut e

=6,0+575- log(d(—l‘TZT)) (3.108)

where V is the cross sectional averaged flow velocity, R is hydraulic radius, d
is grain diameter and 6' is the dimensionless shear stress related to the
grains.

Automatic updating of the bed resistance according to the formulation by
Engelund (see page 3.8.2) is optional.

In case of uniform sediments the critical shear stress is computed by the prin-
ciples of lwagaki, see section 3.9.2. If graded sediments are modelled then
the critical shear stress derived from lwagaki’'s model is further modified by
the Egiazaroff equation, see section 3.9.3.

3.11.2 Suspended load

The suspended load is computed from the following equation

1 1 u
qs~ q- Cai|:(l T V)Al = VfAzJ (3.109)

where,

gsthe suspended sediment load per unit width of the channel
(m3/s/m)

gthe flow per unit width of the channel (m3/s/m) (=V‘R)

246 MIKE 11 - © DHI A/S



Ashida & Michiue model ;

C.i(the dimensionless) of above equation can be expressed as

9(2)
€

C.~ 0,025{
0

- G(?‘;O)} (3.110)

in which the functions are determined from

éo: { 9‘2]
Ug

1

Wik

(3.111)

2
9(E) = =exp(-&y /2)
1 2
G = — -£/2)d
(&) mj%exp( £°/2)de

o, is determined from equation (3.133).

The calculation of &, and g(&,) is straight forward. The calculation of G(§,)
is made by using a table with values of the integral as a function of ;. The
table is shown below. The leftmost column shows values of &, with one deci-
mal. The top row show the second decimal. Hence the table gives G(&,)) for
all values of &, ranging from 0.00 to 3.69. Linear interpolation is made within
the table. For values of &, larger than 3.69 the value of G(&,) is 0.9999.

Table 3.1 Ashida & Michiue model; Integral as function of &, (‘Ksi_0’)

Ksi_0 | 0.00 | 0.01 | 0.02 | 0.03 | 0.04 | 0.05 | 0.06 | 0.07 | 0.08 | 0.09

0.0 | 0,500 | 0,504 | 0,508 | 0,512 | 0,516 | 0,519 | 0,523 | 0,527 | 0,531 | 0,535
0 0 0 0 0 9 9 9 9 9

0.1 | 0,539 | 0,543 | 0,547 | 0,551 | 0,555 | 0,559 | 0,563 | 0,567 | 0,571 | 0,575
8 8 8 7 7 6 6 5 4 3

0.2 0,579 0,583 | 0,587 | 0,591 | 0,594 | 0,598 | 0,602 | 0,606 | 0,610 | 0,614
3 2 1 0 8 7 6 4 3 1

0.3 |0,617|0,621 | 0,625 | 0,629 | 0,633 | 0,636 | 0,640 | 0,644 | 0,648 | 0,651
9 7 5 3 1 8 6 3 0 7

0.4 | 0,655 0,659 | 0,662 | 0,666 | 0,670 | 0,673 | 0,677 | 0,680 | 0,684 | 0,687
4 1 8 4 0 6 2 8 4 9

0.5 | 0,691 0,695 | 0,698 | 0,701 | 0,705 | 0,708 | 0,712 | 0,715 | 0,719 | 0,722
5 0 5 9 4 8 3 7 0 4

0.6 |0,725|0,729 | 0,732 | 0,735 | 0,738 | 0,742 | 0,745 | 0,748 | 0,751 | 0,754
7 1 4 7 9 2 4 6 7 9
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Table 3.1 Ashida & Michiue model; Integral as function of &, (‘Ksi_0)

0.7 |0,758 |0,7611| 0,764 | 0,767 | 0,770 | 0,773 | 0,776 | 0,779 | 0,782 | 0,785

0 2 3 4 4 4 4 3 2
0.8 |0,788 0,791 | 0,793 | 0,796 | 0,799 | 0,802 | 0,805 | 0,807 | 0,810 | 0,813
1 0 9 7 5 3 1 8 6 3
0.9 |0,815 0,818 0,821 0,823 | 0,826 | 0,828 | 0,831 | 0,834 | 0,836 | 0,838
9 6 2 8 4 9 5 0 5 9
1.0 |0,841]0,843 0,846 | 0,848 | 0,850 | 0,853 | 0,855 | 0,857 | 0,859 | 0,862
3 8 1 5 8 1 4 7 9 1
1.1 | 0,864 | 0,866 | 0,868 | 0,870 | 0,872 | 0,874 | 0,877 | 0,879 | 0,881 | 0,883
3 5 6 8 9 9 0 0 0 0
1.2 0,884 (0,886 | 0,888 | 0,890 | 0,892 | 0,894 | 0,896 | 0,898 | 0,899 | 0,901
9 9 8 7 5 4 2 0 7 5
1.3 | 0,903 | 0,904 | 0,906 | 0,908 | 0,909 [0,9115| 0,913 | 0,914 | 0,916 | 0,917
2 9 6 2 9 1 7 2 7
1.4 10,919 0,920 | 0,922 | 0,923 | 0,925 | 0,926 | 0,927 | 0,929 | 0,930 | 0,931
2 7 2 6 1 5 9 2 6 9
15 |0,933]0,934 | 0,935 | 0,937 | 0,938 | 0,939 | 0,940 | 0,941 | 0,942 | 0,944
2 5 7 0 2 4 6 8 9 1

1.6 | 0,945 | 0,946 | 0,947 | 0,948 | 0,949 | 0,950 | 0,951 | 0,952 | 0,953 | 0,954
2 3 4 4 5 5 5 5 5 5

1.7 10,955 0,956 | 0,957 | 0,958 | 0,959 | 0,959 | 0,960 | 0,961 | 0,962 | 0,963

4 4 3 2 1 9 8 6 5 3

1.8 | 0,964 | 0,964 | 0,965 | 0,966 | 0,967 | 0,967 | 0,968 | 0,969 | 0,969 | 0,970
1 9 6 4 1 8 6 3 9 6

19 |0,971|0,971|0,972 | 0,973 | 0,973 | 0,974 | 0,975 | 0,975 | 0,976 | 0,976
3 9 6 2 8 4 0 6 1 7

20 0977|0977 | 0,978 | 0,978 | 0,979 | 0,979 | 0,980 | 0,980 | 0,981 | 0,981
2 8 3 8 3 8 3 8 2 7

21 |0,982 0,982 | 0,983 | 0,983 | 0,983 | 0,984 | 0,984 | 0,985 | 0,985 | 0,985
1 6 0 4 8 2 6 0 4 7

2.2 |0,986 | 0,986 | 0,986 | 0,987 | 0,987 | 0,987 | 0,988 | 0,988 | 0,988 | 0,989
1 4 8 1 5 8 1 4 7 0

2.3 10,989 0,989 | 0,989 | 0,990 | 0,990 | 0,990 | 0,990 |0,9911| 0,991 | 0,991
3 6 8 1 4 6 9 3 6

2.4 109918 0,992 | 0,992 | 0,992 | 0,992 | 0,992 | 0,993 | 0,993 | 0,993 | 0,993
0 2 5 7 9 1 2 4 6

25 |0,993 0,994 | 0,994 | 0,994 | 0,994 | 0,994 | 0,994 | 0,994 | 0,995 | 0,995
8 0 1 3 5 6 8 9 1 2

26 0,995 0,995 | 0,995 | 0,995 | 0,995 | 0,996 | 0,996 | 0,996 | 0,996 | 0,996
3 5 6 7 9 0 1 2 3 4

2.7 |0,996 | 0,996 | 0,996 | 0,996 | 0,996 | 0,997 | 0,997 | 0,997 | 0,997 | 0,997
5 6 7 8 9 0 1 2 3 4
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Table 3.1 Ashida & Michiue model; Integral as function of £, (‘Ksi_0’)

2.8 10,997 | 0,997 | 0,997 | 0,997 | 0,997 | 0,997 | 0,997 | 0,997 | 0,998 | 0,998

4 5 6 7 7 8 9 9 0 1
29 0,998 | 0,998 | 0,998 | 0,998 | 0,998 | 0,998 | 0,998 | 0,998 | 0,998 | 0,998
1 2 2 3 4 4 5 5 6 6
3.0 | 0,998 | 0,998 | 0,998 | 0,998 | 0,998 | 0,998 | 0,998 | 0,998 | 0,999 | 0,999
7 7 7 8 8 9 9 9 0 0
3.1 10,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999
0 1 1 1 2 2 2 2 3 3
3.2 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999
3 3 4 4 4 4 4 5 5 5

3.3 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999
5 5 5 6 6 6 6 6 6 7

3.4 10,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999

7 7 7 7 7 7 7 7 7 8
3.5 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999
8 8 8 8 8 8 8 8 8 8
3.6 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999 | 0,999
8 8 9 9 9 9 9 9 9 9

A4 and A, can be expressed by the following equations

a z ] 1 4
S D SR
! h—a ‘[a/h n 1
a z 1 1 z
A, = [———J In [——l]d
el s Ja/h n; n

where h is the water depth, a is the reference level at which the sediment
concentration is taken (a= 0.05h), and z is an exponent determining the
shape of the concentration profile,

(3.112)

z = o,/(1.2xuy) (3.113)

in which o, is the fall velocity, « is the von-Karman constant (=0.4) and uy the
friction velocity.

3.12 Ashida, Takahashi and Mizuyama model (ATM)

The Ashida, Takahashi and Mizuyama model is a bed load model. This model
relates the bed load transport to effects of channel slope, the bottom shear

stress and the critical shear stress for erosion. The model can be applied for
uniform sediments as well as for the graded sediment transport model (GST)
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of MIKE 11. Automatic updating of bed resistance according to the formula-
tion by Engelund-Hansen (section 3.8.2) is optional.

The bed load transport equation (for uniform sediment) reads:

ap = /(3—1)gd3'l%ﬂ'n(l’s’ﬂ)-(l—az T__*C)(l_a/\/i:*c] (3.114)

0s0 Tx

where:

s is the relative density of sand, g is acceleration of gravity and d the sedi-
ment diameter (uniform sized or graded; d;)

| is the bed slope of channel (I = = tan(8) => 6 = tan-(l) )
1« is the dimensionless shear stress

T+ is the dimensionless critical tractive force (shear stress)
a is a function of tan(0)=1 as defined in Table 3.2 below.

The dimensionless shear stress, 1+, is originally defined in the ATM-model as;

2

U.

where:

U- is the friction velocity defined as;

U.=.Jg-I,-R (3.116)

with I, being the energy line gradient and R is the hydraulic radius

However, experiments with the above formulation revealed that the use of the
energy line gradient in the expression of a governing variable in a fully
dynamic model including morphological updates introduces a high risk of
instabilities due to the potential locally very dynamic and varying variation of
the energy line gradient. An alternative formulation for the calculation of the
dimensionless shear stress based on bed resistance has therefore been
implemented and replaces the original AMT-formulation.

The alternative formulation for the dimensionless shear stress, 1+, reads:

—2 2 Elz
=5 & n=— (3.117)
C’-(s-1)-d R .(s-1)-d



Ashida, Takahashi and Mizuyama model (ATM) ;

4]

where:
u is the average stream velocity

bed resistance is defined either by Chezy number, C or Mannings’s n

Table 3.2 Relationship between tan(0) and o

tan(0) = | o o2
0.000 0.922 0.085
0.015 0.906 0.821
0.022 0.899 0.807
0.025 0.898 0.806
0.049 0.867 0.751
0.100 0.791 0.626

NOTE: if t» <=t thenq, = 0!

If the ATM-model is applied for graded sediments, eq. (3.114) are adjusted to
take into account the different sediment fractions. That is; d is replaced by d,,
1 is replaced by t+; and 1+ is replaced by 1+ (suffix i’ being the different sed-
iment fractions).

Options for determination of dimensionless critical tractive force, -,

The dimensionless critical tractive force, 1. is determined from 1+, the
dimensionless critical tractive force (shear stress) corresponding to the aver-
age grain size dp,.

In case of graded sediments, 1+ is determined from the Modified Egiazaroff
Model (section 3.9.3) as a function of t«y.

For uniform sediments, 1 is equal to, T+¢m.
Two options for T+, is available:
Option 1: User-defined 1+, (constant for any average grain size d,,;)

For this option, 1+, is a constant value defined by the user in the MIKE 11 ST
parameter file as the variable; ‘Theta Critical’ in the ‘Transport Model’ page of
the sediment transport editor.

Option 2:, 1+, calculated by Iwagaki’s model

For this option, 1+, is calculated from Ilwagaki’'s model (see section 3.9.2) as
a function of the average grain size diameter.
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Options for the effect of channel slope

Eq. (3.114) includes the effect of channel slope / on the bed load. but ATM-
model with I=0 is also applied for steep rivers in many practical applications
and therefore, different options are available for the channel slope:

Option 1 : I=0:

In this case eq.(3.114) with /=0 and o =0.922 is used:

T* M e
qy = N(s— 1)gd3~cl—2~r*,l’5~(l—0,85 )(1 ~0,922 |- ) (3.118)
T*,’

0s0 Ty

Option 2: I=Energy Grade

In this case, eq. (3.114) is used with / as the local energy grade at each cross
section.

Option 3: | = Channel bed slope

In this case, eq. (3.114) is used with / as the local bed slope at each cross
section.

3.13 Engelund & Fredsge model

The sediment transport model presented by Engelund & Fredsge (1976) /28/
gives a more detailed description of sediment transport and its relation to the
flow resistance.

The total sediment transport is split up into bed load and suspended load and
the sediment transport is calculated from the skin friction, i.e. the shear stress
which is acting on the surface of the dunes, see section 3.8.2 Flow Resist-
ance - 6—0" Relationship (p. 237). It is, at present, doubtful whether the mod-
els which split the sediment load into bed load and suspended load are more
reliable in determining the total transport than the transport formulae which
consider the sediment transport as a whole.

It is, however, necessary to distinguish between suspended load and bed
load, and to be able to estimate the variation of the sediment transport along
the dunes if the river model is to be used to calculate the dimensions of the
dunes. Separate computation of suspended load and bed load is also advan-
tageous when calibrating models against measured suspended sediment
transport rates. It seems reasonable to expect that future development will be
concerned with this kind of model.



Engelund & Fredsge model ;

3.13.1 Bed Load

The velocity of the particles moving as bed load has been found to be:

Ups = 10uf'(1 —0,7J%) (3.119)

where,
Upis the velocity of bed load particles
uf'is the friction velocity
0is a dimensionless bed shear stress

0. is the critical dimensionless bed shear stress (or Shields' param-
eter)

The number of moving surface particles per unit area which move is p/d
where, d is the mean grain size of the bed material and p is the probability for
the particles to move:

4__1/4

T
6
p = 1+[9,9J (3.120)

Cc

' is the dimensionless skin friction, see section 3.8.2 Flow Resistance - 60"
Relationship (p. 237), and B is the dynamic friction coefficient, and is close to
1. p has been determined so that for moderate 6 values all of the bed shear
stress, 1, exceeding the critical value, 1., is transferred to the bed through
drag forces on the moving bed load particles. For high 6 values the limiting
value for p is 1. By combining Equations (3.1) and (3.119) Engelund &
Fredsge found the following bed load function:

T
T
6 ap
@, =51+ ——| |(J/o/-0,7./0,) and &, = —2 (3.121)
[e ‘90] Jis—Dgd’
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3.13.2 Suspended load

The suspended load q; is found as the integral of the current velocity u and
the concentration of suspended sediment c:

D
qs = [cudy (3.122)

a

In this equation a is the thickness of the bed layer which can be approximated
by 2 d where, d is the grain diameter and D is the flow depth. The current
velocity u at a distance y above bed level, is described by the logarithmic
velocity profile:

30y

u=25u;ln( P ) (3.123)

where,

uy is the friction velocity and the equivalent sand roughness, k, is equal to
2.5d.

The concentration is calculated in accordance with the concentration profile
derived by Rouse (1937):

- ML}Z
¢ Ca( y D-a (3.124)
where,
c is concentration of suspended sediment (at y above bed)

Ca is the concentration at the bed
D is depth of water

y is distance from bed level
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z is the Rouse number: z = w/(0.4uyf’). w is the settling velocity of the sus-
pended material given by one of the following expressions depending
on the grain size:

2
1(s-Dgd for d<0,1 mm
18 v
_ 3705 3.125
v 107\){{14-%-1(3—_21&} —l}for 0, mm <d<1,0 mm ( )
v
L1[(s-1)gd]®” for 1,0 mm <d

Only grains with a settling velocity smaller than 0.8 uscan be carried in sus-
pension and only these grains are considered in the calculation of the effec-
tive fall velocity. The grain-size distribution is assumed to have a logarithmic -
normal distribution. The grain sizes not carried in suspension are subtracted
from this distribution and the mean grain size of the remaining sediment is
used in Equation (3.125).

The concentration c, at y = 2 d is, according to Engelund & Fredsae, deter-
mined through dynamic considerations: for increasing values of 6 (the non-
dimensional bed shear stress), the bed shear stress exceeding 6, cannot be
transferred by the drag on the bed load particles alone. A part of the bed
shear stress is transferred as a dispersive stress, i.e. through collisions
between suspended particles close to the bed. The dispersive stress is
described by the expressions developed by Bagnold (1954), /21/.

The total, non-dimensional bed shear stress corrected for the effect of dunes,
0’, thus is made up of three terms; the critical shear stress, the drag on bed
load particles and the dispersive stress from the suspended load:

0 = ec+g[3p+o,027se’x2 (3.126)

where, p is the probability of particles to move.

The linear concentration A is related to c, by:
C, = —12 (3.127)
With known reference concentration, c,, and settling velocity, w, the integral

Equation (3.122) can be evaluated with, for instance, the use of the diagrams
presented by Einstein (1950), /25/. The integral cannot be expressed in
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closed form and, during numerical simulations, it must be integrated numeri-
cally or, as in MIKE 11, an approximation must be applied.

3.14 Engelund & Hansen model

Engelund and Hansen (1967) /30/ presented a sediment transport formula
derived from considerations of the work done by the flow on the sediment
being transported. Although the formula was derived for a dune covered bed,
it was found also to be applicable to the upper regime (plane bed and anti-
dunes).

The Engelund & Hansen transport equation reads:

e5/2
o = O,IT (3.128)

where, 0 is the dimensionless total bed shear stress (see also section 3.8.2
Flow Resistance - 6—0" Relationship (p. 237)) and @ is the dimensionless
sediment transport rate:

o=t (3.129)

J(s-1)gd’

qg; is the total bed material transport per unit width and f is the friction factor,
defined as:

u2
f=2-1 (3.130)
u

where, urand u are the friction and current velocities, respectively.

The friction factor may be determined through the calculations outlined in
Flow Resistance sections 3.8.1 through 3.8.3.

3.15 Lane & Kalinske model

The Lane & Kalinske model implemented in MIKE 11 computes the sus-
pended load based on the work by Lane & Kalinske /34/. Uniform as well as
graded sediments can be modelled. The suspended sediment transport for-
mula reads

PS
s-10°

9s=9q-Co- (3.131)

256 MIKE 11 - © DHI A/S



A

where q is the flow rate per unit width of the river. C, is determined by

! 2 1,61
u (O]
C, = 5,55 [l : —fexp{[—‘?j } (3.132)
2 iy

where uy’ is the friction velocity in, and o, is the fall velocity which is deter-
mined by Rubey’s equation

236V |36V
w,= J(s—1)gd- [J_+ . / 3) (3.133)
3 sgd sgd

in which v is the kinematic viscosity of water.

Ps from equation (3.131) is determined by integration of the following equa-
tion

1 1 15w,
P~ fous| 1 g1+ 1) fexp| —*n o (3.134)
f

where ¢ = Z with V being the average cross sectional velocity and
Us
k is the von-Karman constant (=0.4). In equation (3.134) dn is determined by

dn = (1-0.05)/NUMBER_OF_ITERATIONS

where the denominator is an integer value defined in the MIKE11.ini file under
the sediment transport section where the following must be written:

[ST_SIMULATION]
NUMBER_OF_ITERATIONS = 100

By default 100 iterations are used, but any integer value can be set by the
user.

In case graded sediments are modelled, the suspended load is calculated for
each fraction using the fraction grain diameter in the equations used. The
total suspended load is the sum of the suspended loads from all fractions.
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3.16  Meyer-Peter & Muller model

The Meyer-Peter & Muller model describes the bed load transport by relating
the transport rate to the dimensionless shear stress acting on the grains. The
dimensionless transport formula reads

D, = 8(0"—0,047)" (3.135)

where
@b is the dimensionless bed load transport
0’ is the dimensionless shear stress related to grains (skin friction)

The value of 6’ must exceed a critical parameter 6, before bed load transpor-
tation takes place. The absolute bed load transport per unit width of the river
is obtained by

Gy = Ppal(s—1)gd’

where

s is the relative density of sand (=2.65)
g is the acceleration due to gravity

d is the diameter of the grain

In MIKE 11 the transport computation is based on the dimensionless effective
shear stress instead of the dimensionless skin friction. In this case the trans-
port equation becomes

D, = 8(0,,—0,047)" (3.136)

where the dimensionless effective shear stress 0,4 is defined by

2

u
O = — 3.137
o = (s_1)gd ( )
with
N\ 075
Ugsr = U’y (_) (3.138)
n
where

u'; is the bed friction velocity
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n is the resistance number
1

ny, is defined by n;, = 0,0192 - (d90)6 where d,, is the diameter of
which 90% are finer.

The Meyer-Peter & Mdller formula can only be applied for uniform sediments.
The critical shear stress is computed by the principles of Iwagaki, see section
3.9.2, instead of the traditional Shield’s criteria.

3.17 Sato, Kikkawa & Ashida model

The Sato, Kikkawa and Ashida model is a pure bed load model. The model
relates the bed load transport to the bed friction velocity, the bed resistance,
the bottom shear stress and the critical shear stress for erosion. The model
can be applied for uniform sediments as well as for the graded sediment
transport model (GST) of MIKE 11. Automatic updating of the bed resistance
according to the formulation by Engelund (see page 3.8.2) is optional.

The bed load transport equation reads:

3

_ U o
qp = (s—l)g'@(”)'F(r) (3.139)

where u'; is the bed friction velocity, s is the relative density of sand and g
the acceleration due to gravity.

The function ¢(n) is obtained from

0,623, n> 0,025
o(n) = (3.140)

0,623 - (40n) >, n < 0,025

where n is the Manning'’s roughness coefficient.

The last term in equation (3.139) represents a transition from no erosion to
full bed load as a function of the relation between bed shear stress 1,

(= u? - p ) and the critical shear stresst, (= 6, (s—1)pgd). The latter is
obtained from the principles of Iwagaki (section 3.9.2) in the case of uniform
sediments. If graded sediments are modelled, then the result from Ilwagaki’s
model is further modified by the Egiazaroff equation (section 3.9.3). If graded
sediments are modelled then the bed load of each sediment fraction is com-
puted from equation (3.139), and the total bed load will be the sum of the frac-
tional bed load transports.



) NST Reference Manual

3.18 Smart and Jaeggi model

Smart and Jaeggi (1983), /40/ presented a sediment transport formula which
calculates the transport of coarse sediments in steep channels/rivers. The
transport formulae is based on the original Meyer-Peter Muller equation,
which was derived from laboratory experiments with non-uniform sediments
of various densities and flume-slopes ranging from 0.04% to 2%.

The original Meyer-Peter Miller equation reads:

K LS 1,5
b = 8[(?3 0— 0,047} (3.141)
where,
[0} dimensionless sediment transport
0 dimensionless shear stress
K

S

K

corr.factor for bed form roughness

<

3.18.1 Revised transport formula

Through comparison of new laboratory experiments and the original Equation
(3.141) it was found that the computed transport is seriously underestimated
with slopes steeper than 3%. Smart and Jaeggi therefore proposed a new
transport formulation based on Equation (3.141).

At higher slopes, grains in the bed have a slope induced height advantage of
those grains immediately downstream of them and the critical shear stress is
less than it would be for a flat bed. Shields parameter is therefore adjusted as
a function of the slope to horizontal, Eq.(3.142):

tano
0, = GOCrcosa(l - tanB) (3.142)

where,
0o Shields parameter
aSlope to horizontal of water surface or bottom level

BAngle of repose of submerged bed material (33°)
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Including non-uniformity of the sediment as well as the slope induced effect of
the transport the revised equation - still based on laboratory experiments -
reads:

¢ = 4[(?) " 05 c0%5 (0 ec,)J (3.143)

3

where,
dgg 90%-fractile of the sediment
d3030%-fractile of the sediment
ISlope (water surface or bottom level)
CChezy resistance factor
Equation (3.143) is only recommended in the following ranges:
diameter > 0.4 mm
(dgo/d3p) <8.5
0.04% < 1<20%

Concerning the available option of updating the bed resistance during a sedi-
ment transport simulation it is very important to notice, that there is NO formu-
lation of updating the bed resistance built-in for the Smart and Jaeggi
transport model.

However, to maintain the possibility of updating the bed resistance the formu-
lation of the Engelund-Hansen model has been adopted. It is very important
to note, that this formulation does not cover the wide range of grain diameter
etc. as the Smart-Jaeggi formula does.

For that reason it would be advisable not to select the update bed resistance
option for a Smart-Jaeggi sediment transport simulation. If used anyway the
results should be analysed very carefully to check whether they are reliable

or not.

3.18.2 MIKE 11 version

As an attempt to expand the possibilities for calibration of the sediment trans-
port formula, Equation (3.143) has been implemented in MIKE 11 in such a
way, that it is possible for the user to edit the coefficients and exponents in
the transport equation.



The ‘MIKE 11-equation’ reads:

d expl exp2 _exp3exp4 exp4 exp6
o = col[(d—:(;) [5P2 P3P (00207 0, J (3.144)

3.19 van Rijn model

In the van Rijn transport models (/35/ and /37/) the sediment load is divided
into bed load and suspended load according to the relative magnitudes of the
bed shear velocity and the particle fall velocity. When the bed shear velocity
exceeds the fall velocity then sediment is transported as both suspended and
bed load. Bed load is considered to be transported by rolling and saltation
and the rate is described as a function of saltation height. The suspended
load is determined from the depth-integration of the product of the local con-
centration and flow velocity. The reference concentration is determined from
the bed load transport.

3.19.1 Bed load

In this model the bed load transport rate is computed from the product of par-
ticle velocity, ups, saltation height, 8b, and the bed load concentration, c,:

dp = UpsdpCy (3.145)

Expressions for the particle velocity and saltation height were obtained by
numerically solving the equations of motion applied to a solitary particle.
These expressions are given in terms of two dimensionless parameters
which are considered to adequately describe bed load transport; a dimen-
sionless particle diameter, D+, and a transport stage parameter, T as defined
below:

D. = dso[s;zlg}m (3.146)
"4

This is similar to Acker's and White's Dg,, Equation (3.102) under Ackers and
White model (p. 243).

' N\2 ' 2
T = (U g) 7(“ f,Cr) (3.147)

2
(u’f, cr)
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u'y is the bed shear velocity, related to grains, and u';. is Shields critical bed
shear velocity. u'y is defined so that the influence of bed forms is eliminated
since form drag does not contribute to bed load transport. ug is given by:

, _ g
uy = Eu (3.148)
where,
u is the mean flow velocity
(03 is Chezy's coefficient related to skin friction
C' is expressed as:
- R
C 1810g(3 d%) (3.149)
where,

R is the hydraulic radius (or resistance radius) related to the bed

3dyg is considered to be the effective roughness height of the plane
bed

The following expressions were determined for particle velocity and saltation
height by applying the equations of motion to a solitary particle:

0,5

0
Yos — 942 6log(D.) - 8[—1 (3.150)
u's 0

This expression was determined by expressing the computed particle velocity
as a function of flow conditions and sediment size (D). A particle mobility, uys,
was then defined as:

_“Lm = 1,57 (3.151)
[(s-1D)gd]”

An expression for the saltation height, 3b, is given by:

S—d‘B — 03007 7"} (3.152)
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An expression for the bed load concentration, ¢, is obtained from a rear-
rangement of Equation (3.145):

LB

Cp =
b
Ups

8b (3.153)

Extensive analysis of flume measurements of bed load transport yielded the
following expression for the bed load concentration:

— =0,18— 3.154
o o (3.154)
where,

Co is the maximum bed concentration (= 0.65).

Combining Equations (3.151), (3.152) and (3.154) gives the following expres-
sion for bed load transport:

2,1
dp _ 0,05?)37’ (3.155)
3 B
J(s—1)gds, D.
or from Equation (3.121):
2,1
o, = L0337 (3.156)
b D3

This relationship is valid for particles in the range 0.2 to 2.0 mm.

3.19.2 Suspended load

264

This method is based on the computation of a reference concentration deter-
mined from the bed load transport. Thus the reference concentration c, is
described as a function of the dimensionless particle diameter D- and trans-
port stage parameter T, (see Bed Load):

D. = dso[(s_—zmqm (3.157)
A%

L2 )
_ (ug) —(ugep)

, 2
(uf, cr)

T (3.158)
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where,
u’yis the bed shear velocity related to the grains
U's¢ris the critical bed shear velocity

The reference concentration is defined for a reference level 'a' below which
all sediment is considered to be transported as bed load. The reference level
is approximated by:

a=05H (3.159)

where,

H is the (known) bed form height

a=k (3.160)
where,
k is the equivalent sand roughness when the bed form dimensions are

unknown or a minimum value of
a= 001D (3.161)

where,
D is water depth

The reference concentration is defined from:
qp = Cplpsd, = CyU,a (3.162)

where,
Cp is the bed concentration,
ups is the velocity of bed load particles

db is the saltation height. Expressions for these parameters are given in
Engelund & Fredsge model, section 3.13.

Uy is the effective particle velocity at reference level a. It is expressed as:

Ua = OLUbS



From an examination of flume and field data a value for a of 2.3 was deter-
mined. Combining this value with the expressions for b and c;, (as functions
of D-and T) the following expression is obtained:

d 1,5
c, = 0,015%)% (3.163)
D >

%

The representative particle size of suspended load is generally finer than that
of bed load. Van Rijn relates this particle size, d; to the dsq and geometric
standard deviation, o, of the bed material:

d
5> = 1+0.011(0,— 1)(T~25) for T<25 (3.164)
50

in which oy is given by:

dyy d
6, = 0,5 2+ 220 (3.165)
s (dSO dl()

This dg value is then used to calculate fall velocity according to Equation
(3.125). The threshold for the initiation of suspension can be determined from
the actual flow conditions. Using the overall bed shear stress uy the criterion
implemented in the van Rijn model becomes:

u

=Y for1<d <10 (3.166)
w o dg

and

f’v;f= 04, for 10 <d, (3.167)

In describing the suspended load transport, van Rijn defines a suspension
parameter Z which expresses the influence of the upward turbulent fluid
forces and the downward gravitational forces. Z is defined as:

z- W (3.168)

uy is the over all bed shear velocity

K is von Karman's constant
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B is a coefficient related to the diffusion of sediment particles
An expression for § was derived as:

2
B = 1+2["—'{ for 0,1 < ¥ <1 (3.169)
u U

Many factors affect the suspension parameter Z, e.g. volume occupied by
particles, reduction of fall velocity and damping of turbulence. These effects
are grouped into a single correction factor y, which is used to define a modi-
fied suspension number Z as shown:

Z =Z+y (3.170)

y was found to be a function of the main hydraulic parameters:

0,81C, 104
v = 2,5[1" [—ﬂ (3.171)
U, Co
where,

Co is the maximum bed concentration (found to be 0.65)

The suspended load transport is expressed by Equation (3.122). By combin-
ing the expression describing the velocity and concentration profiles (Equa-
tions (3.123) and (3.124)) with the expressions for Z and y (Equations (3.170)
and (3.171)) van Rijn derived the following expression:

gs = FuDc, (3.172)
in which F is given by:
a zZ' a 1,2
F- [D} Z’_ [D} (3.173)
[1 —g} [12-2']

3.20 Nomenclature
areference level in calculation of suspended load
athickness of bed layer

Acritical flow mobility number in Ackers and White model



Acritical flow mobility number in Ackers and White model for class i
cconcentration of suspended sediment

ccelerity of dune

c reference sediment concentration
cpconcentration of suspended sediment at the bed
co,maximum bed concentration

cmodel parameter in Ackers and White model
dgrain size

drepresentative grain size in class i

Dtotal flow depth

dmegrepresentative grain size of total population
Dgdimensionless grain diameter, Ackers and White model
D’boundary layer thickness

D*dimensionless grain diameter, van Rijn Model
dgparticle size of suspended sediment

dyxparticle size than which XX% is finer

ffunction

FFroude number

Fcgmobility parameter for coarse material
Fs,mobility parameter for fine material

Fggeneral mobility parameter

gacceleration due to gravity

Gggeneral transport parameter

hwater elevation

Htotal dune height

kwave number of bed forms

kequivalent sand roughness



Ldune length

Lequilibrium dune length

I,dune length, bed load only

mmodel parameter in Ackers and White model
nmodel parameter in Ackers and White model
Nnumber of classes in a graded sediment
pprobability for particles to move

pipercentage contribution in class i

Pact bea PEICENtage contributions of class i in active and parent lay-
ers, respectively

gflow discharge per unit width
gpbed load transport rate
gpdransport rate at top of dune
gssuspended load transport rate
g#otal load transport rate

qtitotal load transport rate in class i
sspecific gravity of sediment

qtf sediment transport rate per unit of width at grid point j and time
interval n

qtj'-j,-sediment transport rate per unit of width at grid point j and time
interval nin class i

Qtf,-sediment transport rate at grid point j and time interval n
(= Wat])

tparameter dependent on u, h, d (see Equation (3.95) in section
3.8.3 Flow Resistance - White et al. (p. 239).)

Tiransport stage parameter, van Rijn model
T,average lifetime of a dune
umean flow velocity

uyvelocity of bed load particles at reference level a



upnear bed velocity

upsvelocity of bed load particles

uy, ugbed shear velocity or friction velocity
Uy critical bed shear velocity

uy'bed shear velocity related to the grains
wfall velocity

Wwidth (defined as A/R in code)
Xsediment transport, mass flux per unit mass flow rate
ydistance above bed level

Zlocal height of dune

zRouse number

Zbottom level above datum

Zsuspension parameter

Z'modified suspension number

Azchange in bottom level

Z.depth of active layer

avelocity distribution coefficient

kvon Karman's constant

Bdynamic friction coefficient

Beoefficient related to diffusion of sediment particles
dspatial lag

eporosity of sediment

eeddy viscosity

AMinear concentration related to c,
Cspace centring coefficient

dbsaltation height

pfluid density
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4.1

A

RR Reference Manual

NAM -

This manual should be used when undertaking Rainfall-Runoff (RR) model-

ling applications. It provides a description of aspects which are encountered

during the development, calibration and application of Rainfall Runoff models
including detailed technical descriptions of the hydrological processes. Four
different types of Rainfall-Runoff models are available:

1. NAM: A lumped, conceptual rainfall-runoff model, simulating the over-
land-, inter- flow, and base-flow components as a function of the mois-
ture contents in four storages (see Section 4.1-4.11).

2. UHM: The Unit Hydrograph Module includes different loss models (con-
stant, proportional) and the SCS method for estimating storm runoff (see
Section 4.12).

SMAP: A monthly soil moisture accounting model (see section 4.13).

Urban: Two different model runoff computation concepts are available in
the Rainfall Runoff Module for fast urban runoff.: A) Time/area Method
and B) Non-linear Reservoir (kinematic wave) Method

5. FEH: Flood Estimation Handbook. A method for flood estimation in the
UK.

6. DRIFt (Discharge River Forecast): A semi-distributed event model
based on a geomorphologic approach.

7. Combined: The runoff from a number of catchments, constituting parts
of a larger catchment, can be combined into a single runoff series. Each
of the sub- catchments must be specified separately by name, model
type, parameters etc. The combined catchment can be defined only after
the sub-catchments have been created. The combined catchment is
defined in the group for combined catchments, which is activated when
selecting combined catchment. The runoff from the combined catchment
is found by simple addition of the simulated flow from the sub-catch-
ments.

Some of the features in the Rainfall Runoff package have been developed in
cooperation with CTI Engineering, CO., Ltd., Japan. Amongst these are addi-
tional methods for Calculation of Runoff from catchments and Calculation of

Mean Precipitation of basins (method of Thiessen polygons and Isohyetal

Mapping).

The manual should be used in conjunction with the MIKE 11 User Manual.

Introduction

The NAM hydrological model simulates the rainfall-runoff processes occur-
ring at the catchment scale. NAM forms part of the rainfall-runoff (RR) module
of the MIKE 11 river modelling system. The rainfall-runoff module can either
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be applied independently or used to represent one or more contributing
catchments that generate lateral inflows to a river network. In this manner it is
possible to treat a single catchment or a large river basin containing numer-
ous catchments and a complex network of rivers and channels within the
same modelling framework.

NAM is the abbreviation of the Danish "Nedbgr-Afstramnings-Model", mean-
ing precipitation-runoff-model. This model was originally developed by the
Department of Hydrodynamics and Water Resources at the Technical Univer-
sity of Denmark (/53/),.

A mathematical hydrological model like NAM is a set of linked mathematical
statements describing, in a simplified quantitative form, the behaviour of the
land phase of the hydrological cycle. NAM represents various components of
the rainfall-runoff process by continuously accounting for the water content in
four different and mutually interrelated storages. Each storage represents dif-
ferent physical elements of the catchment. NAM can be used either for con-
tinuous hydrological modelling over a range of flows or for simulating single
events.

The NAM model can be characterised as a deterministic, lumped, conceptual
model with moderate input data requirements. A description of the classifica-
tion of hydrological models is given in Abbott and Refsgaard (1996), /43/.
Refsgaard and Knudsen (1997), /55/ compare a number of different types of
hydrological model, including the NAM model, in terms of both data require-
ments and model performance.

The NAM model is a well-proven engineering tool that has been applied to a
number of catchments around the world, representing many different hydro-
logical regimes and climatic conditions.

Data Requirements

The basic input requirements for the NAM model consist of:

e Model parameters
o Initial conditions
o Meteorological data

e Streamflow data for model calibration and validation
The basic meteorological data requirements are:

e Rainfall
o Potential evapotranspiration

In the case of snow modelling the additional meteorological data require-
ments are:
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e Temperature

o Radiation (optional)

The NAM model also allows modelling of man-made interventions in the
hydrological cycle in terms of irrigation and groundwater pumping. In this
case time series of irrigation and groundwater abstraction rates are required.

In this section the meteorological and hydrological data are described. The
model parameters and initial conditions are described in the subsequent sec-
tions.

4.2.1 Meteorological data

Rainfall (mm)

The time resolution of the rainfall input depends on the objective of the study
and on the time scale of the catchment response. In many cases daily rainfall
values are sufficient, but in rapidly responding catchments where accurate
representation of the peak flows is required, rainfall input on a finer resolution
may be required. Rainfall data with any (variable) time increments can be
specified in the rainfall input. The NAM model will then make the necessary
interpolations according to the simulation time step. The rainfall data are
treated as accumulated totals so the rainfall associated with any particular
time is the rainfall volume since the last entered value.

Potential evapotranspiration (mm)

When daily time steps are used, monthly values of potential evapotranspira-
tion are usually sufficient. In this case only minor improvements can be
obtained by specifying daily values instead of monthly values. For small time
steps, however, the diurnal variation of the evapotranspiration may be impor-
tant. The evapotranspiration data are treated as accumulated totals where
the evapotranspiration associated with any particular time is the evapotran-
spiration since the last entered value.

Temperature (Ce)

Temperature data are required if snow accumulation and melt are included in
the simulations. During the snow season, the time increments in the tempera-
ture data should reflect the length of the time step in the simulation, e.g. daily
mean temperatures. The temperature data at a given time represents the
average temperature since the last entered data.

Radiation (W/mz2)

Actual incoming short wave radiation data can optionally be used as input in
the extended snow module. The radiation data at a given time represents the
average radiation since the last entered data.

Mean area weighting
The NAM model simulates the rainfall-runoff process in a lumped fashion so
provision is given for combining meteorological data from different stations



within a single catchment or subcatchment into a single time series of
weighted averages. The resulting time series will represent the mean area
values of rainfall and potential evapotranspiration for a catchment.

The weights are user-defined and can be determined based e.g. on the
Thiessen method. In the case of missing values the weighting procedure will
redistribute the weights appropriately. Therefore, it is not necessary to specify
weight combinations for all possible combinations of missing stations. Alter-
natively, the user can explicitly specify the weights when data are missing
from one or more stations. A weight of “-1” is given to non-reporting stations,
indicating missing data.

When rainfall data are available from stations with different reporting fre-
quency, e.g. both daily and hourly stations, then the distribution in time of the
average catchment rainfall may be determined using a weighted average of
the high-frequency stations. It is possible to use all stations to determine the
daily mean rainfall over the catchment and subsequently use the hourly sta-
tions to distribute this daily rainfall in time. Different weight combinations for
different cases of missing values may be applied also to the calculation of the
distribution in time.

4.2.2 Hydrological data

Discharge (m?3/s)

Observed discharge data at the catchment outlet are required for comparison
with the simulated runoff for model calibration and validation. The discharge
data at any particular time is the average discharge since the last entered
data.

Irrigation (mm)

If the irrigation module is included in the NAM simulation, an additional rainfall
time series is required to provide information on the amount of irrigation
water.

Groundwater abstraction (mm)

When the effect of groundwater abstraction is expected to have a significant
effect on the overall groundwater levels or catchment baseflow, pumping
rates can be specified to account for these withdrawals. The groundwater
abstraction data are treated as accumulated totals where the abstraction
associated with any particular time is the abstraction since the last entered
value.

4.3 Model Structure

A conceptual model like NAM is based on physical structures and equations
used together with semi-empirical ones. Being a lumped model, NAM treats
each catchment as a single unit. The parameters and variables represent,
therefore, average values for the entire catchment. As a result some of the
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model parameters can be evaluated from physical catchment data, but the
final parameter estimation must be performed by calibration against time
series of hydrological observations.
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Figure 4.1 Structure of the NAM model.

The model structure is shown in Figure 4.1. It is an imitation of the land phase
of the hydrological cycle. NAM simulates the rainfall-runoff process by contin-
uously accounting for the water content in four different and mutually interre-
lated storages that represent different physical elements of the catchment.

These storages are:

e Snow storage
e Surface storage

e Lower or root zone storage

e Groundwater storage

In addition NAM allows treatment of man-made interventions in the hydrolog-

ical cycle such as irrigation and groundwater pumping.

Based on the meteorological input data NAM produces catchment runoff as
well as information about other elements of the land phase of the hydrological
cycle, such as the temporal variation of the evapotranspiration, soil moisture
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content, groundwater recharge, and groundwater levels. The resulting catch-
ment runoff is split conceptually into overland flow, interflow and baseflow
components.

4.4  Basic modelling components

44.1 Surface storage

Moisture intercepted on the vegetation as well as water trapped in depres-
sions and in the uppermost, cultivated part of the ground is represented as
surface storage. U, denotes the upper limit of the amount of water in the
surface storage.

The amount of water, U, in the surface storage is continuously diminished by
evaporative consumption as well as by horizontal leakage (interflow). When
there is maximum surface storage, some of the excess water, Py, will enter
the streams as overland flow, whereas the remainder is diverted as infiltration
into the lower zone and groundwater storage.

4.4.2 Lower zone or root zone storage

The soil moisture in the root zone, a soil layer below the surface from which
the vegetation can draw water for transpiration, is represented as lower zone
storage. L, denotes the upper limit of the amount of water in this storage.

Moisture in the lower zone storage is subject to consumptive loss from tran-
spiration. The moisture content controls the amount of water that enters the
groundwater storage as recharge and the interflow and overland flow compo-
nents.

4.4.3 Evapotranspiration

Evapotranspiration demands are first met at the potential rate from the sur-
face storage. If the moisture content U in the surface storage is less than
these requirements (U < E,), the remaining fraction is assumed to be with-
drawn by root activity from the lower zone storage at an actual rate E,. E; is
proportional to the potential evapotranspiration and varies linearly with the
relative soil moisture content, L/L .y, of the lower zone storage

E, = (E,- U)ZL— (4.1)

max

444 Overland flow

When the surface storage spills, i.e. when U > U,,,,, the excess water Py
gives rise to overland flow as well as to infiltration. QOF denotes the part of
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Py that contributes to overland flow. It is assumed to be proportional to PN
and to vary linearly with the relative soil moisture content, L/L,,,,, of the lower
zone storage

L/L,. —TOF
QOF - | CQOF 5

0 for L/L,. < TOF

Py for L/L,, > TOF “2)

where
CQOFis the overland flow runoff coefficient (0 < CQOF < 1)
TOF is the threshold value for overland flow (0 < TOF < 1).

The proportion of the excess water Py that does not run off as overland flow
infiltrates into the lower zone storage. A portion, AL, of the water available for
infiltration, (Py -QOF), is assumed to increase the moisture content L in the
lower zone storage. The remaining amount of infiltrating moisture, G, is
assumed to percolate deeper and recharge the groundwater storage.

445 Interflow

The interflow contribution, QIF, is assumed to be proportional to U and to vary
linearly with the relative moisture content of the lower zone storage.

AL/ Ly~ TIF
—WU for L/Lmax> TIF (4.3)

0 for L/L <TIF

max —

QIF = | (CKIF)

where CKIF is the time constant for interflow, and TIF is the root zone thresh-
old value for interflow (0 < TIF < 1).

446 Interflow and overland flow routing

The interflow is routed through two linear reservoirs in series with the same
time constant CK;,. The overland flow routing is also based on the linear res-
ervoir concept but with a variable time constant

CK,, for OF < OF,

OF P
CKIZ(W) for OF > OFmin

min

CK = (4.4)
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where OF is the overland flow (mm/hour), OF,,;, is the upper limit for linear
routing (= 0.4 mm/hour), and = 0.4.

The constant = 0.4 corresponds to using the Manning formula for modelling
the overland flow. Equation (4.4) ensures in practice that the routing of real
surface flow is kinematic, while subsurface flow being interpreted by NAM as
overland flow (in catchments with no real surface flow component) is routed
as a linear reservoir.

Groundwater recharge

The amount of infiltrating water G recharging the groundwater storage
depends on the soil moisture content in the root zone

L/L..—TG
G = | (Pn-QOF)——"mm— for L/Ly0> TG (4.5)

0 for L/L <TG

max —

where

TG s the root zone threshold value for groundwater recharge (0 < TG <

1),

Soil moisture content

The lower zone storage represents the water content within the root zone.
After apportioning the net rainfall between overland flow and infiltration to
groundwater, the remainder of the net rainfall increases the moisture content
L within the lower zone storage by the amount AL

AL = Py—QOF -G (4.6)

Baseflow

The baseflow BF from the groundwater storage is calculated as the outflow
from a linear reservoir with time constant CKgr

Extended groundwater components

Drainage to or from neighbouring catchments

Local geological conditions may cause part of the infiltrating water to drain to
neighbouring catchments. In NAM this loss of water can be described by
specifying the ratio of the groundwater catchment area to the topographical
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catchment area, C,,, With a value less than one. In this case the proportion
(1-Cg,rea) Of the recharge G is drained to neighbouring catchments. Similarly,
water may be drained from neighbouring catchments, implying an increased
groundwater recharge in the catchment (C,e, > 1).

4.5.2 Lower groundwater storage

For a better description of the baseflow, an additional (lower) groundwater
storage can be defined. In this case the upper groundwater storage provides
the fast responding component of the baseflow, whereas the lower storage
usually has a slower response. The recharge to the lower storage is given as
a proportion CQ, oy of the total recharge G. The routing from the lower stor-
age is described by a linear reservoir with time constant CK, oy

4.5.3 Shallow groundwater reservoir description

The groundwater level is calculated from a continuity consideration account-
ing for recharge G, capillary flux CAFLUX, net groundwater abstraction
GWPUMP, and baseflow BF. The inclusion of capillary flux and groundwater
pumping are optional. The groundwater storage can be treated in two differ-
ent ways, either as a simple linear reservoir as described in Section 4.4.9
Baseflow (p. 284) or as a shallow groundwater reservoir.

The shallow groundwater reservoir description is appropriate for lowland
catchments with little topographical variation and the potential for water log-
ging. The baseflow is given by

(GWLgr,—GWL)S(CKgp) ' for GWL < GWLgg,
0 for GWL > GWLgg,

BF = @.7)

where Sy is the specific yield of the reservoir, GWL is the groundwater table
depth, and GWLggg is the maximum groundwater table depth, which causes
baseflow.

The parameter GWLggy can be interpreted as the distance between the aver-
age ground level of the catchment to the water level of the river. Due to the
variation in the river water level throughout the year GWLgr can be given a
significant annual variation.

454 Capillary flux

The capillary flux CAFLUX of water from the groundwater to the lower zone
storage is assumed to depend on the depth of the groundwater table below



the ground surface, GWL, as well as on the relative moisture content, L/L .y,
of the lower zone storage

CAFLUX = /1= L/Lmax(%)ﬂ(mm/day)

where GWLg, 4 is the groundwater table depth at which the capillary flux is 1
mm/day when the lower zone storage is completely dry. Equation (4.8) pro-
vides a good fit to the theoretical relationship between the capillary flux, the
depth to the water table and the soil moisture content pro

4.6 Snow module

Snow accumulation and melt are important hydrological processes in river
basins where the snow pack acts as a storage in which precipitation is
retained during the cold season and subsequently released as melt water
during the warmer parts of the year.

The snow melt component of the runoff is incorporated as an integrated mod-
ule within NAM. This component is optional and temperature data is only
required if the snow routine is selected. Normally the precipitation enters
directly into the surface storage. However, during cold periods precipitation is
retained in the snow storage from which it is melted in warmer periods. Two
different models can be applied; a simple lumped calculation or a more gen-
eral approach that divides the catchment into a number of altitude zones with
separate snow melt parameters, temperature and precipitation input for each
zone.

4.6.1 Accumulation and melting of snow

Several investigations (e.g. /58/) have shown that the shift between precipita-
tion in the form of rain and snow usually takes place when the air temperature
is within a narrow interval close to 0° C. In the snow module it is assumed that
the precipitation falls as rain when the air temperature is above a certain base
temperature level, Ty, which can be specified by the user.

The snowmelt QS is calculated using a degree-day approach

oS - { Conow(T—T,) for T>T, 4.9)
0 for T<T,

where Cg,0v is the degree-day coefficient. The generated melt water is
retained in the snow storage as liquid water until the total amount of liquid
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water exceeds the water retention capacity of the snow storage. The excess
melt water Pg is routed to the NAM model where it contributes to the surface
storage. The excess melt water contribution Ps to NAM is

Ps = { Qpeit for WR>C,, Sqp0n (4.10)

0 for WR<C,,S

snow

where WR is the water retention in the snow storage, C,,, is the water reten-
tion coefficient, and S, is the snow storage. The new snow storage is cal-
culated by subtracting the excess melt water P from the snow storage.

The rain fraction is added as liquid water and is retained in the snow storage
if the total liquid water content of the snow pack is below its water retaining
capacity. When the air temperature is below T, the liquid water content in the
snow storage freezes with rate Cg,,,. Evaporation from the snow pack is
neglected.

4.6.2 Altitude-distributed snowmelt model

Introduction

In mountainous areas temperature, precipitation and snow cover often vary
significantly within a single catchment. The runoff simulation for such areas
can be improved by dividing the catchment into smaller zones and maintain
individual snow storage calculations in each zone.

The altitude-distributed snow model calculates melt water in a number of alti-
tude zones using the degree-day approach. Since in many cases the hydro-
meteorological information from mountain basins is quite sparse, the module
also includes facilities for distribution of the meteorological information with
altitude.

Structure of the altitude-distributed snowmelt module

The snow melt module allows the user to define a number of altitude zones
within a NAM catchment and adjust the snow melt parameters and the tem-
perature and precipitation input to the model for each zone. The snow melt
module maintains individual snow storages and calculates accumulation and
melting of snow for each altitude zone. The simulated melt water from all
zones is subsequently superposed and routed through the NAM model as
illustrated in Figure 4.2. This implies that the same model parameters for infil-
tration, runoff and groundwater routing are applied for all altitude zones. Such
an approach will be appropriate for the large majority of mountain catch-
ments.
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Figure 4.2 Structure of the NAM model with extended snow module.

In special cases where differentiation is needed also in the other parameters
the catchment in question can be divided into two or more sub-catchments.
The total simulated discharge is then found by accumulating the simulated
discharge from the different sub-catchments using the combined catchment
approach in the MIKE 11 RR editor.

In the altitude-distributed snow model, snow melting only takes place from the
snow-covered part of each zone. When the water equivalent of the snow
pack falls under a user-specified value (minimum storage for full coverage),
the area coverage will be reduced linearly with the snow storage in the zone.

Snow will not necessarily melt on the location where it falls. Due to wind
transport the snow accumulation at wind exposed sites may often be signifi-
cantly smaller than at locations well sheltered against wind. Wind exposed
conditions are often present at higher altitudes where vegetation is sparse
and wind velocities generally high. Furthermore, for the higher parts of moun-
tain ranges, steep slopes having a limited snow storage capacity will often
dominate. Snow storage in excess of this capacity will at such locations gen-
erate avalanches which transport the snow to lower altitudes. Hence, some of
the snow falling on wind exposed and/or steep highlands may not melt on the
location but be deposited and melting at lower altitudes. To account for such
re-distribution of snow and avoid unrealistic accumulation of snow in the cold
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upper zones a user specified upper limit of the snow storage in the individual
zones has been introduced in the model. Snow storage exceeding this value
will be transferred to the neighbouring lower zone.

Adjustment of temperature and precipitation to altitude zones

The altitude-distributed snow model operates with three meteorological refer-
ence time series; precipitation, temperature and potential evapotranspiration.
In order to account for the large variations in precipitation and temperature
with altitude the reference series can be adjusted for each altitude zone in
two different ways:

e lapse rate corrections

e individual correction factors applied for each zone

Lapse rate corrections

The lapse rate correction approach is a very simple but powerful way of
adjustment in which the temperature and the precipitation are assumed to
vary linearly with the altitude. The only input data required are the average
altitude of the various zones, a reference altitude of the time series, and the
lapse rates. The temperature lapse rates, however, are known to be quite
variable, ranging from high values under dry conditions to lower values under
wet conditions. Hence, in the model it is possible to specify two different tem-
perature lapse rates to be used during dry and wet weather conditions,
respectively. The model applies the “wet” lapse rate during days with precipi-
tation and the “dry” lapse rate during the rest of the time.

The temperature in each zone is adjusted by the following formula:

T

zZone

_ { Trer+ (Hzone = HrenBar, for P=0 @.11)
Trer™ (Hzone = Hrep)Buer for P>0
where
T onetemperature in the considered zone
T.efemperature at the reference temperature station
H,.neaverage height in the zone
H,fheight at the reference temperature station
byrtemperature lapse rate for dry conditions

byetemperature lapse rate for wet conditions
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The precipitation in each altitude zone is calculated from the precipitation at
the reference station:

onne = 'Dref(1 +(Hzone_Href)a) (4-12)

where
P.orecipitation at the reference precipitation station
H,.fheight at the reference precipitation series
aprecipitation lapse rate

Individual correction factors applied for each zone

In this case corrections have to be specified by the user for each altitude
zone. This method requires more input but also offers a larger flexibility. The
corrected meteorological series are calculated using the formulae:

Tzone - { Tref+ Tcor, zone, dry for P=0 (4.13)
Tref+ Tcor, zone, wet for P>0
Pone = Pred1 +’Dcor,zone) (4.14)

where Tior zone,wet 8N Peor, zone,dry @re the actual temperature corrections for
wet and dry conditions, respectively, and P, ,one is the relative precipitation
correction.

If it is not possible to represent the meteorological conditions in the catch-
ment by adjustment of one series only, the catchment may be divided into
smaller sub-catchments in which one series will be representative. The dis-
charges for the individual sub-catchments are then superposed using the
combined catchment approach in the MIKE 11 RR editor.

Extended components

Seasonal variation of degree-day coefficient

The simple degree-day approach for calculating snow melt cf. (4.9) can be
extended by using a seasonal variation of the degree-day coefficient Cg,o.
This variation reflects in a conceptual way the seasonal variation of the
incoming short wave radiation and the variation in the albedo of the snow sur-
face during the snow season. The albedo is very high (about 0.8) for new,
cold snow falling in the beginning of the accumulation season and then
decreases with the age of the snow (to a minimum value of about 0.3 in the
end of the season).

MIKE 11 - © DHI A/S
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Radiation

The melting effects caused by the absorbed short wave radiation can be
explicitly modelled. In this case an additional snow melting is calculated as

AQS = C,4R (4.15)

where C,,q is the radiation coefficient, and R is the incoming short wave radi-
ation. The total amount of snow melt is calculated as the sum of the snow
melt rates given by (4.9), (4.15), and (4.16) (optional), respectively.

Condensation of humid air and heat contribution from rainfall

The melting effects from condensation of humid air on the snow surface and
the advective heat transferred to the snow pack by precipitation can be
explicitly modelled. The effects are calculated as an additional snowmelt

AQS = C,,,,P(T-T,) (4.16)

rain

where C,,i, is a degree-day coefficient, and P is the rainfall. The total amount
of snow melt is calculated as the sum of the snow melt rates given by (4.9),
(4.15) (optional), and (4.16), respectively.

4.7  lrrigation module

4.7.1 Introduction

Minor irrigation schemes within a catchment will normally have negligible
influence on the catchment hydrology, unless transfer of water over catch-
ment boundaries is involved. Large schemes, however, may significantly
affect the runoff and the groundwater recharge through local increases in
evapotranspiration and infiltration as well as through operational and field
losses.

The irrigation module of NAM may be applied to describe the effect of irriga-
tion on the following aspects:

e The overall water balance of the catchment. This will be affected mainly
by the increased evapotranspiration and by possible external water
sources for irrigation.

o Local infiltration and groundwater recharge in irrigated areas.

o The distribution of catchment runoff amongst different runoff components
(overland flow, interflow, baseflow). This may be influenced by the
increased infiltration in irrigated areas as well as by local abstraction of
irrigation water from groundwater or streams.
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For each irrigation area within the catchment a NAM subcatchment is defined
with individual model parameters. The non-irrigated areas are modelled by
defining a general NAM subcatchment. The total simulated discharge is then
found by accumulating the simulated discharge from the different sub-catch-
ments using the combined catchment approach in the MIKE 11 RR editor.

4.7.2 Structure of the irrigation module

The structure of the irrigation module is illustrated in Figure 4.3.
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Figure 4.3 Structure of the NAM irrigation module.

Water supplied to the surface storage in irrigated areas will be a sum of pre-
cipitation P and irrigation water P;. The potential evapotranspiration may vary
with crop type and the stage of growth. The irrigation module accounts for this
by allowing the user to specify monthly varying crop coefficients C,,, for
each irrigation area. The potential evapotranspiration for a specific crop is
given by

Ep, crop CcropEp (4.17)

where E,, is the reference time series of potential evapotranspiration.
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Infiltration / is taken directly from the surface storage to the lower zone and
groundwater storages and is calculated as a function of the moisture content
in the lower zone L

;o { KO el ppax/ L for kOl o /L < U (4.18)

U for kOl pay/ L2 U

where kQ,,ris an infiltration factor describing the infiltration rate at field capac-
ity (i.e. L = Lpax)-

A portion G of the infiltration is assumed to percolate deeper and recharge
the groundwater storage. This portion is, as in the general NAM model, calcu-
lated as a function of the conditions in the lower zone storage

L/L ..—TG
G = Iﬁ for L/Lmax> TG

0 for L/L

(4.19)
<TG

max —

where TG is the root zone threshold value for groundwater recharge.

The remaining part AL is assumed to increase the moisture content in the
lower zone

AL =1-G (4.20)

If the maximum surface storage U,,, is exceeded, the general NAM model
diverts the excess water into overland flow (QOF) and infiltration. In the irriga-
tion module infiltration has been accounted for as described above, and
hence the excess water is added directly to overland flow.

Irrigation water can be abstracted from three different sources. The amount of
water taken from each source type is determined by specifying fixed percent-
ages of P, for each source type:

e local groundwater (PCy,)

e local river (PCy)

o external river (PC,,,)

The term "local" means within the actual NAM catchment. If irrigation water is

abstracted from local groundwater, it will be subtracted from the groundwater
storage and the groundwater level will then be reduced with the amount

AtPCyy,,P;,

Y

AGWL = (4.21)



where Sy is the specific yield, and At is the time step used in the calculations.

If the water is abstracted from a local river, it will be subtracted from the cal-
culated runoff

AQgim = AtPC,Py, (4.22)

If the water is imported from a river outside the NAM catchment (external), no
subtractions are made.

A part of the water diverted for irrigation will be lost on its way to the fields.
The losses may include evaporation and seepage from channels, illegal off-
takes, and operational losses (i.e. water that is diverted to the irrigation area
but is not being utilised). In the irrigation module, the user may specify per-
centages of the irrigation water P, that is lost, i.e.

« evaporation losses (PCgyqp)
» seepage losses (PCgyy,)

o operational losses contributing to overland flow (PCy)
The losses may vary in time on a monthly basis.

Due to the different losses the irrigation water is reduced with the amount

APir = Pir(PCevap+Png+PCof) (4-23)

The operational losses yields an increase in the overland flow
AOF = AtPC, P, (4.24)
The seepage losses contributes to an increase in the groundwater level

AGWL = At%gwp” (4.25)

Y

4.8 Model parameters

This section provides a short description of the model parameters, their phys-
ical interpretation and importance along with suggestions for parameter
adjustments in the calibration.
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4.8.1 Surface and root zone parameters

Maximum water content in surface storage U,

Umax [mm] defines the maximum water content in the surface storage. This
storage is interpreted as including the water content in the interception stor-
age (on vegetation), in surface depression storages, and in the uppermost
few cm's of the ground. Typical values of U,,,, are in the range 10-20 mm.

One important characteristic of the model is that the surface storage must be
at its maximum capacity, i.e. U > U, before any excess water, Py, occurs. In
dry periods, the amount of net rainfall that must occur before any overland
flow occurs can be used to estimate U -

Maximum water content in root zone storage L,y

L ax [mm] defines the maximum water content in the lower or root zone stor-
age. Lo, can be interpreted as the maximum soil moisture content in the root
zone available for the vegetative transpiration. Ideally, L., can then be esti-
mated by multiplying the difference between field capacity and wilting point of
the actual soil with the effective root depth. The difference between field
capacity and wilting point is referred to as the available water holding capac-
ity (AWHC). For estimation of AWHC, moisture contents for different soil
types at pF-value 2.5, corresponding approximately to field capacity, and pF-
value 4.2, corresponding to wilting point are shown in Table 4.1

It should be noted that L,,,, represents the average value for an entire catch-
ment, i.e. an average value for the various soil types and root depths of the
individual vegetation types. Hence, L, cannot in practice be estimated from
field data, but an expected interval can be defined.

Since the actual evapotranspiration is highly dependent on the water content
of the surface and root zone storages, U,,ox and L.« are the primary param-
eters to be changed in order to adjust the water balance in the simulations. In
the preliminary stages of the model calibration, it is recommended to fix the
relation between U,,,, and L,,,,, leaving only one storage parameter to be
estimated. As a rule, U,,a¢ = 0.1L,,,2x can be used unless special catchment
characteristics or hydrograph behaviour indicate otherwise.

Table 4.1 Moisture content in cm3/cm3 at (effective) saturation (05) and at pF-val-
ues of 2.5(0, 5) and 4.2(0, 5), for eleven textural classes and from three
sources: (1) Rawls et al. (1982),/54/; (2) Cosby et al. (1984),/46/; (3)
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Rijtema (1969), /57/.

Soil texture Og 025 042 !
1) (2) 3) (1) ) 3) O] ) 3)

Sand 0417 0.339 0.350-0.395 0.091 0.086 0.021-0.140 0.033 0.021 0.012-0.042
Loamy Sand 0401 0.421 0.301-0.470 0.125 0.148 0.131-0.328 0.055 0.059 0.060-0.105
Sandy Loam 0.412 0.434 0.504-0.463 0.207 0.225 0.169-0.249 0.094 0.099 0.061-0.087
Loam 0.434 0.439 0.503 0.270 0.289 0272 0.117 0.137 0.098

| Silt Loam 0.486 0.476 0509 | 0330 0.364 0.309 0.133 0.175 0.092
Sandy Clay Loam 0.330 0.404 0.432 0.255 0.254 0303 0.148 0.142 0.180
Clay Loam 0.390 0.465 0.445 0318 | 0343 0.380 0.197 0212 0.255
Silty Clay Loam 0.432 0.464 0.475 0.366 0.385 0.325 0.208 0.246 0.185
Sandy Clay 0.321 0.406 - 0.339 0.294 - 0.239 0.204 -

[ Silty Clay 0.423 0.468 0.507 0.387 0376 0.435 0.250 0.258 0.257

Overland flow runoff coefficient CQOF

CQOF is a very important parameter, determining the extent to which excess
rainfall runs off as overland flow and the magnitude of infiltration.

CQOF is dimensionless with values between 0 and 1. Physically, in a lumped
manner, it reflects the infiltration and also to some extent the recharge condi-
tions. Small values of CQOF are expected for a flat catchment having coarse,
sandy soils and a large unsaturated zone, whereas large CQOF-values are
expected for catchments having low, permeable soils such as clay or bare
rocks. CQOF-values in the range 0.01-0.90 have been experienced.

It should be noted that during periods where the groundwater table is at the
ground surface the model excludes the infiltration component, and hence
CQOF becomes redundant.

Time constant for interflow CKIF

CKIF [hours] determines together with U,,,,« the amount of interflow ((CKIF)1
is the quantity of the surface water content U that is drained to interflow every

hour). It is the dominant routing parameter of the interflow because CKIF >>
CKjo.

Physical interpretation of the interflow is difficult. Since interflow is seldom the
dominant streamflow component, CKIF is not, in general, a very important
parameter. Usually, CKIF-values are in the range 500-1000 hours.

Time constant for routing interflow and overland flow CK;,

The time constant for routing interflow and overland flow CK;, [hours] deter-
mines the shape of hydrograph peaks. The value of CK;, depends on the
size of the catchment and how fast it responds to rainfall. Typical values are
in the range 3-48 hours.

The time constant can be inferred from calibration on peak events. If the sim-

ulated peak discharges are too low or arriving too late, decreasing CK;, may
correct this, and vice versa.
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Root zone threshold value for overland flow TOF

TOF is a threshold value for overland flow in the sense that no overland flow
is generated if the relative moisture content of the lower zone storage, L/L ;ay.
is less than TOF. The behaviour of the threshold value is illustrated in

Figure 4.4. Similarly, the root zone threshold value for interflow T/F and
recharge TG act as threshold values for generation of interflow and recharge,
respectively.

LQCP

0 LOF 1

Figure 4.4 Generation of overland flow.

Physically, the three threshold values should reflect the degree of spatial var-
iability in the catchment characteristics, so that a small homogeneous catch-
ment is expected to have larger threshold values than a large heterogeneous
catchment.

For catchments with alternating dry and wet periods, the threshold values
determine the onset of the flow components in the periods where the root
zone is being filled up. This can be used in model calibration. It should be
noted that the threshold values have no importance in wet periods. The sig-
nificance of the threshold value varies from catchment to catchment and is
usually larger in semi-arid regions.

In areas with alternating dry and wet seasons, TOF can be estimated on the
basis of situations where even very heavy rainfall does not give rise to the
quick response of the overland flow component. The parameter has an
impact only during the first, few weeks of the wet season. Values of TOF in
the range 0-0.7 have been experienced.

Root zone threshold value for interflow TIF

The root zone threshold value for interflow has the same function for interflow
as TOF has for the overland flow. It is usually not a very important parameter,
and it can in most cases be given a value equal to zero.
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4.8.2 Groundwater parameters

Baseflow time constant CKgr

The time constant for baseflow, CKgr [hours], determines the shape of the
simulated hydrograph in dry periods. According to the linear reservoir
description the discharge in such periods is given by an exponential decay.
CKpgr can be estimated from hydrograph recession analysis. CKge-values in
the range 500-5000 hours have been experienced.

If the recession analysis indicates that the shape of the hydrograph changes
to a slower recession after a certain time, an additional (lower) groundwater
storage can be added to improve the description of the baseflow.

Root zone threshold value for groundwater recharge 7G

The root zone threshold value for recharge has the same effect on recharge
as TOF has on the overland flow. It is an important parameter for simulating
the rise of the groundwater table in the beginning of a wet season.

Recharge to lower groundwater storage CQ; ow

In some cases the shape of the hydrograph recession changes to a slower
recession after a certain period. To simulate this, a lower groundwater stor-
age may be included. The parameter CQ, oy determines the proportion of the
recharge that percolates to the lower groundwater storage. CQ, o,y together
with CKj,,, can be estimated from hydrograph recession analysis.

Time constant for routing lower baseflow CKj,,,

The baseflow from the lower groundwater storage is modelled using a linear
reservoir with time constant CK|,, [hours]. The time constant can be esti-
mated from hydrograph recession analysis. Usually, CK),, is larger than
CKpgr

Ratio of groundwater catchment to topographical catchment area C,¢,

Drainage to or from neighbouring catchments can be modelled by specifying
a value of C,, different from 1. C,,o, specifies the amount of recharge G that
is being drained. If C,o5 < 1, part of the recharge, (1-C,,¢,)G, is drained to
another catchment, whereas for C,,.; > 1, the amount (C,,,-1)G is added to
the catchment recharge.

Maximum groundwater depth causing baseflow GWLgr,

The maximum depth to the groundwater table for which baseflow occurs,
GWLggy [M], represents the outflow level of the groundwater reservoir given
as the distance between the average ground level of the catchment and the
minimum level of the river to which it drains. In low, flat areas the annual vari-
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ation of this distance may be of importance and the facility to allow GWLgg, to

vary seasonally is provided in NAM.

GWLgry and the specific yield Sy can be calibrated by comparing the simu-

lated groundwater level with observations.

Specific yield Sy

Values of the specific yield for the groundwater storage may often be

assessed from hydrological data e.g. pump tests. Alternatively, Sy-values can
be estimated from the literature for different soil types. Small values are found
for clay (0.01-0.1) and high values for sand (0.1-0.3).

Groundwater depth for unit capillary flux GWLE 4

GWLg; 4 [m] is the depth to the groundwater table which yields an upward
capillary flux of 1 mm/day when the moisture content of the upper soil layers
is at wilting point, i.e. L = 0. This parameter will depend on the soil type, and

values for 20 soil types according to Rijtema (1969), /57/ are listed in

Table 4.2.
Table 4.2 Depth to the groundwater table corresponding to a capillary flux of 1
mm/day for 20 soil types
Soil type GWLF 1
[m]
1. Coarse sand 0.5
2. Medium coarse sand 0.6
3. Medium fine sand 0.9
4. Fine sand 1.5
5. Humus loamy medium coarse sand 1.2
6. Light loamy medium coarse sand 0.7
7. Loamy medium coarse sand 0.5
8. Loamy fine sand 1.7
9. Sandy loam 0.7
10. Loess loam 1.5
11. Fine sandy loam 25
12. Silty loam 2.8
13. Loam 1.9
14. Sandy clay loam 2.2
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Table 4.2 Depth to the groundwater table corresponding to a capillary flux of 1
mm/day for 20 soil types

Soil type GWLE| 1
[m]
15. Silty Clay Loam 1.8
16. Clayey Loam 1.0
17. Light clay 29
18. Basin clay 0.4
19. Silty clay 14
20. Peat 0.6

4.8.3 Snow module parameters

Degree-day coefficient Cgpoy

The snow melts at a rate defined by the degree-day coefficient Cg,,, [MM
/°C/day]. A seasonal variation of Cg,,,, can be defined in order to account for
the seasonal variations of the incoming short wave radiation and the albedo
of the snow surface. Typical values of Cg,,, are in the range 2-4 mm/°C/day.

Base temperature (snow/rain) T,

The precipitation is assumed to fall as snow if the temperature is below the
base temperature T, [°C]. For temperatures above T, the snow in the snow
storage is melting. The base temperature is usually close to zero degrees
Celsius.

Radiation coefficient C .4

The radiation coefficient C,,4 [m2/W/mm/day] determines the rate of snow
melting caused by the absorbed short wave radiation.

Rainfall degree-day coefficient C,,j,
The rainfall degree-day coefficient C,,;, [mm/mm/°C/day] determines the rate

of snow melting caused by condensation of humid air on the snow surface
and the advective heat transferred to the snow pack by precipitation.
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4.8.4 Irrigation module parameters

Infiltration factor KO;,;

KO;,s [mm/day] is the infiltration factor which, together with the moisture con-
tent in the upper and root zone storages, determines the amount of water
infiltrating from the surface to the root zone and groundwater storage.

Infiltration rate

[mm /day]

KOjnf m—————————7=

Lmax L
(field capacity) _rnmsturg content
in lower zone [mm]

Figure 4.5 Infiltration rate as a function of the moisture content in the root zone.

In Figure 4.5 the infiltration rate is shown as a function of the moisture con-
tent in the root zone. KO,,s is strongly dependent on the soil type and is large
for sandy soils and small for clayey soils.

When irrigation water is supplied, the root zone will often be close to satura-
tion. Under such conditions the infiltration rate K0,, may converge to the sat-
urated hydraulic conductivity of the soil (K;). As a guideline Ks-values for
different soil types, as estimated by various authors, are presented in

Table 4.3.

When the root zone is only partly saturated, the flow dynamics become very
complicated and are not properly described in a lumped model like NAM. Fur-
thermore, the soil preparation may have a significant influence on the soil
hydraulic conductivity.

Crop coefficients and irrigation losses

The crop coefficients account for the fact that potential evapotranspiration is
dependent of the crop type and the stage of growth. This is achieved by mul-
tiplying the input time series of potential evapotranspiration with the crop
coefficient. For dry uncropped soils, the crop coefficient will tend to zero while
well cropped fields reaching full growth potential could have crop coefficients
greater than 1. Further information about how to estimate the crop coeffi-
cients is given in /47/. Monthly values of crop coefficients can be specified.
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The monthly magnitude and distribution of losses to evaporation, seepage,
and overland flow should correspond to the design values of the irrigation
scheme unless observations have shown a different distribution.

Table 4.3 Values of saturated hydraulic conductivity Ks for eleven textural classes
from six sources (1) Li et al. (1976), /49/; (2) Brakensiek (1979), /44/; (3)
Brakensiek et al. (1981), /45/; (4) McCuen et al. (1981), /51/; (5) Cosby
et al. (1984), /46/; (6) Rijtema (1969), /57/. The ratio between the larg-
est and the smallest estimate has been calculated for columns 1-5 and
1-6, respectively.

Soil texture Ky [cm/min] Ratio (max/min)
1) 2) 3) (4) ) ©6) Col 1-5 Col 1-6
Sand 1.056 0.38 0.504 0.410 0.28 0.035-0.78 3.8 13
Loamy Sand 0.938 0.64 1.318 1.316 0.0003-0.080 0.018 16.5 4393
Sandy Loam 0.208 0.10 0.315 0.299 0.0083-0.031 0.0115 10.1 38
Loam 0.0417 0.019 0.109 0.100 0.020 0.0035 5.7 31
Silt Loam 0.0432 0.0085 0.027 0.027 0.0066 0.0045 6.5 9.6
Sandy Clay 0.0378 0.026 0.082 0.079 0.026 0.0163 3.1 5
Loam
Clay Loam 0.0147 0.0054 0.064 0.061 0.015 0.0007 11.9 91
Silty Clay Loam 0.0102 0.020 0.019 0.018 0.012 0.0010 2.0 20
Sandy Clay 0.0130 0.0050 - 0.021 0.043 - 8.6 8.6
Silty Clay 0.0062 0.0065 0.039 0.030 0.008 0.0009 6.3 43
Clay 0.0077 0.0078 0.020 0.018 0.0002-0.0058 0.0024 3.4 100

4.9 Initial conditions

4.10 Model

302

The initial conditions required by the NAM model consist of the initial water
contents in the surface and root zone storages, together with initial values of
overland flow, interflow, and baseflow.

If a lower groundwater reservoir is specified, the initial baseflow from both the
upper and the lower reservoir should be specified. If the snow module is
included, the initial value of the snow storage should be specified.

If a simulation commences at the end of a dry period, it is often sufficient to
set all initial values to zero, except the water content in the root zone and the
baseflow. The water content in the root zone should be about 10-30% of the
capacity and the baseflow should be given a value close to the observed dis-
charge.

Improved estimates of the initial conditions may be obtained from a previous
simulation, covering several years, by noting the appropriate moisture con-
tents of the root zone and baseflow at the same time of the year as the new
simulation will start.

In general it is recommended to disregard the first 3-6 months of the NAM

simulation in order to eliminate the influence of erroneous initial conditions.

calibration

In the NAM model the parameters and variables represent average values for
the entire catchment. While in some cases a range of likely parameter values
can be estimated, it is not possible, in general, to determine the values of the
NAM parameters on the basis of the physiographic, climatic and soil physical
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characteristics of the catchment, since most of the parameters are of an
empirical and conceptual nature. Thus, the final parameter estimation must
be performed by calibration against time series of hydrological observations.

4.10.1 Calibration objectives and evaluation measures

The following objectives are usually considered in the model calibration

1. A good agreement between the average simulated and observed catch-
ment runoff (i.e. a good water balance)

2. A good overall agreement of the shape of the hydrograph

A good agreement of the peak flows with respect to timing, rate and vol-
ume

4. A good agreement for low flows

In this respect it is important to note that, in general, trade-offs exist between
the different objectives. For instance, one may find a set of parameters that
provide a very good simulation of peak flows but a poor simulation of low
flows, and vice versa.

In the calibration process, the different calibration objectives 1-4 should be
taken into account. If the objectives are of equal importance, one should seek
to balance all the objectives, whereas in the case of priority to a certain objec-
tive this objective should be favoured.

For a general evaluation of the calibrated model, the simulated runoff is com-
pared with discharge measurements. For individual calibration of the ground-
water parameters, the simulated average groundwater level can be
compared with groundwater level measurements in the catchments.

Both graphical and numerical performance measures should be applied in
the calibration process. The graphical evaluation includes comparison of the
simulated and observed hydrograph, and comparison of the simulated and
observed accumulated runoff. The numerical performance measures include
the overall water balance error (i.e. the difference between the average simu-
lated and observed runoff), and a measure of the overall shape of the hydro-
graph based on the coefficient of determination or Nash-Sutcliffe coefficient
(/52/)

N

Z [Qobs, i~ Qsim, i]2

2 _ -
R =1-1= (4.26)

Z [Qobs,i_ aobs]2

i=1




where Qg ; is the simulated discharge at time i, Qs is the corresponding
observed discharge, and Q.ps is the average observed discharge. A perfect
match corresponds to R2 = 1.

An exact agreement between simulations and observations must, however,
not be expected. The goodness-of-fit of the calibrated model is affected by
different error sources, including

1. Errors in meteorological input data

2. Errors in recorded observations

3. Errors and simplifications inherent in the model structure
4

Errors due to the use of non-optimal parameter values

In model calibration only error source (4) should be minimised. In this respect
it is important to distinguish between the different error sources since calibra-
tion of model parameters may compensate for errors in data and model struc-
ture. For catchments with a low quantity or quality of data, less accurate
calibration results may have to be accepted.

Satisfactory calibrations over a full range of flows usually require continuous
observations of runoff for a period of 3-5 years. Runoff series of a shorter
duration, however, will also be useful for calibration, although they do not
ensure an efficient calibration of the model. For a proper evaluation of the reli-
ability and hydrological soundness of the calibrated model it is recommended
to validate the model on data not used for model calibration (split-sample
test). Some general aspects related to calibration and validation of hydrologi-
cal models are described in Refsgaard and Storm (1996), /56/.

4.10.2 Manual calibration

The process of model calibration is normally done either manually or by using
computer-based automatic procedures. In this section a manual calibration
strategy for the NAM model is outlined. Application of an automatic optimisa-
tion routine for calibration of the basic NAM model is described in the subse-
quent section.

In manual calibration, a trial-and-error parameter adjustment is made until
satisfactory results are obtained. It is recommended, especially for the less
experienced users, to change only one parameter between each trial, so that
the effect of the change can be easily discerned. The manual calibration
strategy outlined below is based on the different rainfall-runoff process
descriptions for calibration of the relevant model parameters, i.e. the parame-
ters that mostly affect the considered process description (see also Section
4.8 Model parameters (p. 294)).

A calibration usually commences by adjusting the water balance in the sys-
tem. The total evapotranspiration over a certain period should correspond to
the accumulated net precipitation minus runoff. The evapotranspiration will
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increase when increasing the maximum water contents in the surface storage
Unnmax @nd the root zone storage L,,,,, and vice versa.

The peak runoff events are caused by large quantities of overland flow. The
peak volume can be adjusted by changing the overland flow runoff coefficient
(CQOF), whereas the shape of the peak depends on the time constant used
in the runoff routing (CKj5).

The amount of base flow is affected by the other runoff components; a
decrease in overland flow or interflow will result in a higher baseflow, and vice
versa. The shape of the baseflow recession is a function of the baseflow time
constant (CKBF). If the baseflow recession changes to a slower recession
after a certain time, a lower groundwater reservoir should be added, including
calibration of CQy,,, and CK,,.

Initially, the root zone threshold values TOF, TIF and TG can be set to zero.
After a first round of calibration of the parameters U,,,y, Lmax» CQOF, CKy2
and CKBF, the threshold parameters can be adjusted for further refinement of
the simulation results.

For individual calibration of the groundwater parameters GWLggg and Sy, the
simulated groundwater level is compared to observed groundwater levels.
Inclusion of the shallow groundwater reservoir description is important in low-
land areas, as found e.g. in swamps or river delta areas, where the ground-
water table may reach the ground surface during the wet season.

The snow module parameters are calibrated against periods with snowmelt
runoff.

4.10.3 Automatic calibration routine

For calibration of the basic NAM model, including the 9 model parameters
listed in , an automatic optimization routine is available. The automatic cali-
bration routine is based on a multi-objective optimization strategy in which the
four different calibration objectives given above can be optimised simultane-
ously.

Multi-objective calibration measures

In automatic calibration, the calibration objectives have to be formulated as
numerical goodness-of fit measures that are optimised automatically. For the
four calibration objectives defined above the following numerical performance
measures are used:

1. Agreement between the average simulated and observed catchment
runoff: overall volume error.

2. Overall agreement of the shape of the hydrograph: overall root mean
square error (RMSE).



306

RR Reference Manual

3. Agreement of peak flows: average RMSE of peak flow events.

4. Agreement of low flows: average RMSE of low flow events.

Overall volume error

N
Fi(0) = |& " [Qubs, i~ Quim (0)] @.27)
i=1
where
Qops,i is the observed discharge at time i
Qsim i is the simulated discharge at time i
0is the set of model parameters to be calibrated
N is the number of time steps in the calibration period
Overall RMSE
N 1/2
F,(0) = H, S [Qobs, i~ Qsim ,-(6)]2} (4.28)

i=1

The coefficient of determination in Eq. (4.26) is a transformed and normalised
measure of the overall RMSE (normalised with respect to the variance of the
observed hydrograph). Thus, minimisation of (4.28) corresponds to maximis-
ing R2.

Average RMSE of peak flow events

IWp nj 1/ e

Fy(0) = o= ¥ |2 3 [Qups 1~ Quim, (0N (4.29)
p

j=1L Ji=1
where M, is the number of peak flow events in the calibration period, and n;is
the number of time steps in event no. j. Peak flow events are defined as peri-

ods where the observed discharge is above a given (user-specified) thresh-
old level.

Average RMSE of low flow events

v, n; 1=
Fy(0) = ﬁ 3 |2 3 [Qupo. i~ Qi (O (4.30)

=10 “Yi=1
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where M, is the number of low flow events in the calibration period. Low flow
events are defined as periods where the observed discharge is below a given
(user-specified) threshold level.

Optimization algorithm

The multi-objective optimization problem can be formulated as follows
min{F,(0), F,(0), F;(0),F,(8)} , 606 (4.31)

The optimization problem is said to be constrained in the sense that 0 is
restricted to the feasible parameter space ©. The parameter space is defined
as a hypercube by specifying lower and upper limits on each parameter.
These limits should be chosen according to physical and mathematical con-
straints in the model and from modelling experiences.

The solution of (4.31) will not, in general, be a single unique set of parame-
ters but will consist of the so-called Pareto set of solutions (non-dominated
solutions), according to various trade-offs between the different objectives.
The concept of Pareto optimality implies that the entire parameter space ©
can be divided into “good” (Pareto optimal) and “bad” solutions, and none of
the “good” solutions can be said to be “better” than any of the other “good”
solutions. A member of the Pareto set will be better than any other member
with respect to some of the objectives, but because of the trade-off between
the different objectives it will not be better with respect to other objectives.

In practical applications, the entire Pareto set may be too expensive to calcu-
late, and one is only interested in part of the Pareto optimal solutions. To esti-
mate only a single point of the Pareto front a single-objective optimization
problem is defined that aggregates the different objective functions F4(0) —
F4(0). The applied aggregate measure is the Euclidian distance

Fagg(8) = [(F1(8)+A))* +(Fy(8) +A,)’ (4.32)
+(F5(0) + Ay)2 + (Fy(0) + Ap*1

where A; are transformation constants. A balanced aggregated measure is
defined by assigning transformation constants in (4.32) such that the different
objectives have equal weight in the optimization. The transformation con-
stants are automatically calculated based on the initially generated population
of parameter sets in the optimization loop (/50/).

The optimal parameter set is found by minimising (4.32) with respect to 6.
Optimization is performed automatically using the shuffled complex evolution
(SCE) algorithm (/48/). The SCE method is a global search method in the
sense that it is especially designed for locating the global optimum of the
objective function and not being trapped in local optima. A detailed descrip-
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tion of the algorithm is given in /48/. Implementation and testing of the algo-
rithm for automatic calibration of the NAM model is described in /50/.

User specifications

Specifications for the NAM auto-calibration module include:

o Calibration parameters
o Range of calibration parameters
o Obijective functions

e Stopping criterion

Calibration parameters

The automatic calibration routine includes the 9 model parameters shown in .
The user specifies the subset of these parameters that should be calibrated
automatically.

Range of calibration parameters

For the subset of NAM parameters to be calibrated automatically the user
specifies the hypercube search space, i.e. lower and upper bounds on each
parameter. The range of the different parameters should reflect the prior
knowledge of experienced values for the type of catchment being considered.
Default limits based on physical and mathematical model constraints and
experienced values for a range of different catchments are provided in

Table 4.4.

Table 4.4 Calibration parameters and default hypercube search space
Parameter Unit Lower bound Upper bound

Unnax [mm] 5 35
Lmax [mm] 50 400

CQOF [] 0 1
CKIF [hours] 200 2000
CKiz [hours] 3 72
TOF [] 0 0.9
TIF [ 0 0.9
TG [-] 0 0.9
CKgr [hours] 500 5000
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Objective functions

The user can specify any combination of the 4 objective functions: (1) overall
water balance error, (2) overall RMSE, (3) peak flow RMSE, and (4) low flow
RMSE. For the peak and low flow RMSE the user should specify the thresh-
old levels for defining peak and low flow events, respectively.

The choice of objective functions should reflect the objective of the model
simulation. For general hydrological studies, the overall water balance error
and overall RMSE is normally applied. If focus of the study is on high or low
flows, the peak or low flow RMSE should be included. It is not advised to use
only the water balance error for optimisation, since this may provide an unre-
alistic model calibration.

Stopping criterion

The stopping criterion for the optimisation algorithm is the maximum number
of model evaluations. The appropriate number of model evaluations depends
primarily on the number of calibration parameters and the complexity of the
model (interaction between model parameters). A large number of model
evaluations are, in general, needed for a complex model with many parame-
ters. This requirement should be balanced against the computing time. For a
model calibration that includes all 9 parameters, a maximum number of
model evaluations in the range 1000-2000 normally ensures an efficient cali-
bration.

Besides the user-defined stopping criterion, the optimisation algorithm
includes a parameter convergence criterion. In this case the optimisation
algorithm stops if the entire population of parameter sets in an optimisation
loop have converged into the same parameter values.
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4.12.1 Introduction

The present UHM module simulates the runoff from single storm events by
the use of the well known unit hydrograph techniques and constitutes an
alternative to the NAM model for flood simulation in areas where no stream-
flow records are available or where unit hydrograph techniques have already
been well established. The module calculates simultaneously the runoff from
several catchments and includes facilities for presentation and extraction of
the results. The output from the module can further be used as lateral inflow
to the advanced hydrodynamic module in MIKE 11.

In the unit hydrograph module the excess rain is calculated assuming that the
losses to infiltration can be described as a fixed initial and constant loss, a
proportional loss (the rational method) or by the SCS curve number method.

The excess rainfall is routed to the river by unit hydrograph methods. The
module includes the SCS-dimensionless hydrographs as well as facilities for
establishing and management of databases with user defined unit hydro-
graphs and time series of recorded rainfall and streamflow.

Storage function method

Basic equation
The continuity equation and momentum equation are given by:

dS;
A— = fr A-Q (4.33a)
dt ave
P
S, = KQ; (4.33b)
where

S;apparent basin storage.

Qdirect runoff from a basin with consideration of the time of delay
(except for base flow) .

Titime of delay.

K,Pconstants.

fecoefficient of inflow.

ravemean rainfall of river basin.

Acatchment area.
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Numerical solution
Equation (4.33a) is approximated as follows:

q; t*q,' t+ At

Siteat—Sit = (’tmt*_—z’
P P Qi G 14t
Kait+n—Kqi¢ = (rt+At_—2

which by rearranging gives

K P ( it K P)
2— + 2=t — =0
At qi, t+ At qi, £+ At ) Atqi,

where:
ri+pfrainfall intensity at the time t+At.
q; runoff at the time t (Q/A).
s;apparent storage at the time t.
Attime step.

Work out equation (4.34c) numerically using:

q; K P
C= rHAtf—é’-“rEqi,t
and
X = qtvat

Thus equation (4.34c) now reads

K p
— + x— =
2Atx x-2C =0

which is solved with respect to x.

RR Reference Manual

(4.34a)

(4.34b)

(4.34c)

(4.35a)

(4.35b)

(4.35c)

(4.36)
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Quasi-linear function method

Basic equation
Generating rational formula, rectangle unit hydrograph as follows is available.

0 for t<0,t<t;

U(r) = (4.37)
tl for 0<t<{,
c

Or, moving average process as follows, by the time of flood concentration (t,).

t

a() = + [ ry(nds (4.39)

t-t,

Using a kinematic wave method {, is given by:

G (439

L is the physical length of the slope, a, m are constants.

The relation between the water depth on the slope (h) and the unit discharge
(q) is given by

q=ah” (4.40)

The term m is 3 for laminar flow and 5/3 for Manning type flow.

Take S as the physical average grade of the slope, N as the equivalent rough-
ness of Manning type.

o oc 22 (4.41a)

tCoCLl/mNI/mS—I/Zmr;/m—I (4.41b)

Kadoya and others get the following experimental equation:

t, = CA*?r,>» (4.42)
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If the flood term {, is fixed, the runoff hydrograph can be computed by equa-
tion (4.37). However the outflow would be zero if it passes t,. Therefore, a log-
arithmic unit hydrograph given by

0 fort<0
Ukr) =1 1

Re

ok (4.43)
for 0<t

where k = {,/2 (by Yoshino) is used.

Numerical solution
The term k in the storage equation is given using time of flood concentration
t. by kadoya. Thus the equations to solve are given by

i =r,—q (4.44a)
S = kq (4.44b)

where k = {/2 and t; is given by equation (4.42).

Nakayasu method

Basic equation
The unit hydrograph equation is given by

n

q(t) = Z re(t—jAt)h(jAt) (4.45)

i=0
where:
q(t)Runoff height at time t.
ro(t)Effective rainfall intensity in time interval
h(t)Unit hydrograph
AfTime interval

Solution
The maximum discharge is given by

AR,

Q =00
03T+ Ty

(4.46)
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The increasing curve in the unit hydrograph is given by

23

The decreasing curve in the unit hydrograph leads

t-T)/T, Q
03 for 1> —250,3
max
Qq (t=T,+0.5T)3)/1,5T) Qq 2
Q. 0,3 " ~ for 0,3 > >0,3 (4.48)
max Qmax
(t-T,+0,5T,:)/2,0T, Q
03 ' 7T gor 037> 4
max
where:

QmaxMaximum discharge in unit hydrograph.
Q Unit hydrograph.

ACatchment area.

RgRainfall intensity.

T,Constant.

To.3Constant.

4.12.2 The Loss Model

During a storm a part of the total rainfall infiltrates the soil. Large parts of the
infiltration evaporates or reaches the river a long time after the end of storm
as baseflow. Hence in event models as the present one, it is reasonable to
describe the major part of the infiltration as loss. The amount of rain actually
reaching the river, i.e. the total amount of rainfall less the loss is termed the
excess rainfall.

The unit hydrograph module includes three optional methods for calculation
of the excess rainfall. They are all lumped models considering each catch-
ment as one unit and hence the parameters represent average values for the
catchment.

All the methods include an areal adjustment factor accounting, to some
extent, for non uniform distribution the precipitation over the catchment.
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Proportional Loss (The rational method)
In this method the losses are assumed to be proportional to the rainfall rate

and thus the excess rainfall is given by:

=% *
Pexeess = a Af P (4.49)

where:
Pexcess EXcess rainfall (mm/hr).
a User defined run-off coefficient between 0 and 1.
As Areal adjustment factor.
P Rainfall (mm/hr).
Fixed Initial Loss and Constant Loss

Following this method no excess rainfall will be generated before a user
specified initial loss demand has been met. Subsequently excess rainfall will
be generated whenever rainfall rate exceeds a specified constant loss rate
i.e.

where:

(4.50)

0 ;Jor Pom<I,tI.®dt

Pexcess =

Af*P.]c "forpmm>la

Pexcess Excess rainfall (mm/hr).

Psum Accumulated precipitation since start of storm event (mm).
I User defined Initial loss (mm)

I;: User defined constant loss rate (mm/h)

As Areal adjustment factor

P Rainfall (mm/hr)

dt Calculation time step (hr)
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To some extent this method accounts for the losses being highest at the start
of the storm.

The SCS Loss Method

The U.S. Soil Conservation Service (SCS), /59/, developed this method for
computing losses from storm rainfall in 1972.

For the storm as a whole, the depth of excess precipitation or direct runoff
(Pe) is always less than or equal to the depth of precipitation P; likewise, after
runoff begins, the additional depth of water retained in the watershed, Fa, is
less than or equal to some potential maximum retention S (see Figure 4.6).
There is some amount of rainfall la, (initial loss before ponding) for which no
runoff will occur, so the potential runoff is P-la.

The hypothesis of the SCS method is that the ratios of the two actual to the
two potential quantities are equal, that is

F._ P.
S P-L (4.51)
From the continuity principle
P:Pe+la+Fa (452)
Combining equations (4.51) and (4.52) gives
po (Po1)
P-7,+8S (4.53)

which is the basic equation for computing the depth of excess rainfall or direct
runoff from a storm by the SCS method.

By study of results from many small experimental watersheds, an empirical
relation was developed.

1,=0.25 (4.54)



Combining equations (4.53) and (4.54) the basic equation used in this model
is derived.
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Figure 4.6  Variables in the SCS method of rainfall abstractions: la = initial abstrac-
tion, Pe = accumulated excess rain, Fa = continuing abstraction, P =
total rainfall.

The potential maximum retention S is calculated from a dimensionless curve
number (CN) using the empirical formula derived by SCS on the basis of rain-
fall runoff analyses of a large number of catchments.

S=((1000/CN)-10)e 25.4 (mm) (4.56)

The curve number depends on the soil type, the land use and the antecedent
moisture condition (AMC) at the start of the storm.

CN varies between 0, resulting in no runoff, and 100 which generates an
excess rain equal to the rainfall. For natural catchments normally 50 < CN <
100.

The model operates with three different antecedent moisture conditions
namely:

AMC(I) : Dry conditions close to wilting point.
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AMC(II) : Average wet conditions close to field capacity.
AMC(111): Wet conditions close to saturation.

For each calculation time step the excess rainfall is calculated as the differ-
ence between the accumulated excess rainfall P, at the start and the end of
the time step.

Table 4.5 Correlation between SCS Curve numbers and the antecedent moisture
condition as given in /59/.

Antecedent mofsture conditions
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The SCS method was developed on the basis of daily rainfall and conse-
quently the program considers the beginning of a new 24 hour period as the
start of a new storm eventi.e.
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e Each 24 hour AMC is updated by one class for each 16 mm rain fallen
during the simulation period.

e CN and S are recalculated in correspondence with the updated AMC.
Conversion of CN due to AMC is done using Table 4.5.

e The accumulated rainfall amount Pe is reset to zero.
Nakayasu

The governing equations are given by

SRe = aSR’ for SR< Rsa (4.57a)
Re = SR—Rsa + aRsa” for SR> R, (4.58a)
where:

ReEffective rainfall.
SRCumulative rainfall.
RszSaturation rainfall.

o,BConstants.

=HRe SR=3Re

Fsa SR

Figure 4.7 The effective cumulative rainfall as a function of the cumulative rainfall.
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f4-Rsa

The governing equation is given by

f,R for 0< SR<RI,,

Re =1 f,R for Rl,,<SR<R2g, (4.59)
fiR for R2,, <SR

where:
RekEffective rainfall.
SRCumulative rainfall.
R,Saturation rainfall.

SHe SR=3Re
Flsa Flsa SR
Figure 4.8 The effective cumulative rainfall as a function of the cumulative rainfall.

4.12.3 The Unit Hydrograph Routing Model

Basic Assumptions

The unit hydrograph method is a simple linear model that can be used to
derive the resulting hydrograph from any amount of excess rainfall.

The unit hydrograph is the unit pulse response function of a linear hydrologi-
cal system, i.e. the direct runoff hydrograph resulting from one unit of excess

rain with the duration, tr.

The following basic assumptions are inherent in this model:

e The excess rainfall has a constant intensity within the effective duration.

Powering Water Decisions
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e The excess rainfall is uniformly distributed over the whole catchment
area.

e The base time of the direct runoff hydrograph resulting from an excess
rain with a given duration is constant.

o The ordinates of all direct runoff hydrographs of a common base time are
directly proportional to the total amount of excess rain represented by
each hydrograph.

o The principle of superposition applies to hydrographs resulting from con-
tinuous and/or isolated periods of uniform-intensity excess rain as illus-
trated on (see Figure 4.9).

e For a given catchment, the hydrograph resulting from a given excess
rainfall reflects the unchanging conditions of the catchment.

=
‘@
s % nett ain only
=
: %
e
resulting runoff hydrograph
obtained by summing the
o ordinates of the three
g‘ component hydregraphs
S
w
£

time
Figure 4.9 Principle of superposition applied to hydrographs.

Under natural conditions the above assumptions cannot be perfectly met.
However in many cases the hydrological conditions come close enough to
the above assumptions to generate satisfactory results. A more detailed dis-
cussion of the above assumptions can be found in /60/.

Principle of calculation

In accordance with the principle of superposition, the model for each calcula-
tion time step determines the responding hydrograph to the excess rainfall,
as generated by the loss model during this time step, and add the response
to the flow contributions generated in previous time steps.
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Types of unit hydrographs

A unit hydrograph can be characterized by the duration of the unit rainfall (tr)
resulting in the hydrograph and the lag time () defined as the time difference
between the centre of the unit rainfall event and the runoff peak.

From these two characteristics the time to peak (Ty), i.e. the time from the
start of the storm event until the occurrence of peak runoff can be calculated
as:

In reality the unit hydrograph of a given catchment is unique. However, large
efforts have been put in development of synthetic unit hydrographs which are
more or less generally applicable. Two such hydrographs namely the SCS tri-
angular unit hydrograph and the SCS dimensionless hydrograph (see

Figure 4.10) are pre-specified in the model.
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Figure 4.10 Soil Conservation Service Synthetic Hydrographs. (a) Dimensionless
hydrograph. (b) Triangular hydrograph.

The user can either use one of these or choose to apply a user defined
hydrograph from the unit hydrograph data base.

The model supports three types of user defined hydrographs:

1. Dimensionless hydrographs specified as the flow divided by the peak
flow (a/q,) as a function of the time divided by the time to peak (T/Tp).

2. Catchment specific hydrographs which are entered in dimensions and
with correspondent unit rain duration, tr.



3. Instantaneous unit hydrographs derived by the time-area method.

Instantaneous unit hydrographs are automatically converted to hydrographs,
i.e. 'dt'-hour-hydrographs with a unit rain duration equal to the calculation time
step (dt) after the formula:

qdt(t) = (q(t) + q(t-dt)) / 2 (4.61)
where:

qdt(t) Ordinate at time =t of the 'dt'-hour-hydrograph.

q(t) Ordinate at time = t of the instantaneous hydrograph.

t Actual calculation time.

dt Calculation time step.

The present version of the program does not include a facility for deconvolu-
tion of hydrographs and hence non instantaneous unit hydrographs are
assumed to originate from a unit rain of duration equal to the time step.

The user must specify the lag time to be used in a given the calculation.The
program will then scale the applied hydrograph accordingly ensuring that the
area under the curve is unity.

Lag time

The lag time can either be specified directly or may be calculated from catch-
ment characteristics using the standard SCS formula:

0= (L*3.28* 10°) **(1000/CN - 9)'" /(1900 * y*) (4.62)

where:
t1Lag time in hours.
LHydraulic length of the catchment in km.
CN SCS curve number.
Y Average catchment slope in per cent.

A unit-hydrograph derived from a time-area curve is considered catchment
specific. consequently specification of arbitrary lag times are not allowed if
the time-area method is applied. The program will simply use the lagtime
implicitly given by the time-area curve.
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The time-area method in the UHM-model performs a pure translation of the
excess rainfall hydrograph via the drainage network, described using the
channel travel time. This results in an outflow hydrograph that ignores water-
shed storage effects.

4.12.4 Kinematic wave hydrograph methods

Runoff models are classified into two groups; a distributed one and a lumped
one. The kinematic wave model is typically of the distributed one.

In the kinematic wave model, catchment area is considered to be composed
of channels and slopes. The hydraulic equations are applied to slope and
river channel, and solved by using kinematic wave theory. As the result, char-
acteristics of the runoff process such as the time of concentration and flow
resistance are theoretically described.

Basic equations

Equations of motion and continuity of an open channel flow are

1ov , vov , oh v

=4+ = (] .
got gox ox le gA(I F) (4.63)
and

0A_ 0Q_ ,

RS- I-F (4.64)

where, g: gravitational acceleration, v: velocity, t: time, h: depth, x: distance,
z: bed elevation, |l: energy gradient, A: cross-sectional area, I: inflow rate, F:
outflow rate and Q: discharge of the channel.

Generally, the first terms of the left-hand side and the right-hand side of Eq.
(4.63) are negligibly small. In the case that the channel is relatively steep, the
second and the third terms of the left-hand side of Eq. (4.63) are much
smaller than the fourth one. Therefore, this equation is simplified as

Zi1-0 (4.65)

19).4

Modelling Hill slope:
Kinematic wave equations on a slope
On a slope as illustrated in Figure 4.11, A=Bh, Q=Bq, I=Brcosq and

F=Bfcosq, where, B: width of the slope, q: discharge per unit width, r: rainfall
intensity, f: infiltration rate, and 6: slope angle.
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N
lll "
5 llll!

Figure 4.11  lllustration of slope for kinematic wave equation

Eq. (4.64) is rewritten as

oh , 0q_

5t ox (r—"f)cos6

If we apply Manning’s equation to Eq. (4.65) we obtain

1= ksq” . kg= ( and p = 0,¢

n e)P
A/sin
where, n: roughness coefficient.

Substituting (4.67) into eq. (4.66) yields

p-109 , 09_ r

kqu 61‘ ax e

where, r, = (r-f)coso : effective rainfall intensity.

Characteristic curve expression of Eq. (4.68) is

dx_ [ .1-p
dt  kgp

dg_

dx Te

and

d_q: - lipr
dt  kgp °

(4.66)

(4.67)

(4.68)

(4.69)

(4.70)

@.71)

4.72)
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Rectangular slope model

If a basin is considered to be rectangular, slope length is a constant

Equation (4.72) is integrated as below:
[ p 1 c(t+at) I7p
g(x+Ax, t+At) =(q°(x, t) + k—L r dt (4.73)
S

Relation between Ax and At is given by Egs. (4.70) and (4.71) as

q(x+Ax, t+ At)—q(x, t)

le

AX =

(4.74)
AXx = AL ;e =0

kpq” ' (x. )

By substituting Ax=I and At=T into Equation (4.73), discharge at the end of a
slope is obtained as

q(l, t)) = (kiji Tre(r)dr) 1/p @.75)

where, |: slope length and T: time of concentration.

Distributed slope length model

Generally, shape of a basin is not rectangular, but slope length likely to dis-
tributes log-normally. In this model, logarithmic normal distribution of slope
length is assumed.

Integration of Eq. (4.70) yields

t

- L 1-p
! kSPj”q dt (4.76)

Runoff intensity from a basin, g+, is defined as
L

g«(HA = j q(l, tydx (4.77)
0

where, A: catchment area and L: channel length

In the case that the effective rainfall intensity is constant and continues over a
long period of time, i.e. re(t)7r; 0 <f< oo, integration of Eq. (4.71) yields
q(l,t) = Iry and qu(HA = [ Irydx

1]
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As g-(t)=rq in this case we obtain

L

A= j Irdx (4.78)
0

and

dA = ldx = Af(l)dI 4.79)

where f(l): density function of slope length.

Substituting Eq. (4.79) into Eq. (4.77) we obtain
Lq(l, t * f(l
Gu(t) = Io¥dx = ["ac t)%d/ (4.80)

If we use log-normal distribution function for the density function of slope
length, then X=log(l), f(I)dI=F(X)dX and

F(X) ! ((X_ Xm)j (4.81)
= X .
J2nS P 28°

where, X, =l0g1g Im, Im: mean slope, S: logqgo and o: standard deviation of
slope length.

Substitution of Eq. (4.81) into Eq. (4.80) yields

a.(t) = | g, HMa 4.82)
0
2
_ S\ ¢ gty [ {X—(X,-cS)}
= exp(—CXm+ 3 z),w 2Tcsexp{ ) dx

4.12.5 Calculation time step

328

As no deconvolution of the unit hydrographs stored in the database is per-
formed by the model the user must make sure that the specified calculation
time step correspond to the unit rain duration for the unit hydrograph, if a user
defined hydrograph is selected.

If the SCS hydrographs are used /60/ suggest the time step to be selected as
22% of the lag time and that it should not exceed 27% of the lag time.

MIKE 11 - © DHI A/S
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4.12.6 UHM - References

413 SMAP

159/ SCS, National Engineering Handbook, Section 4, Hydrology, Soil
Conservation Service, U.S. Department of Agriculture, 1972.

160/ Chow, V.T., David R. Maidment, Larry W. Mays. Applied Hydrology.
McGraw-Hill Book Company, 1988.

4.13.1 Introduction

SMAP is a hydrological rainfall-runoff simulation model of the lumped con-
ceptual type. The model continuously accounts for the moisture storage in the
root zone and in the groundwater of catchment as well as the inter actions
between these two storages and their influence on the catchment evapora-
tion and runoff.

Just like other continuously moisture accounting rainfall runoff models SMAP
needs continuous series of rainfall and potential evapotranspiration from the
whole simulation period as input and in addition observed monthly discharges
from a period of four to eight years for calibration.

Unlike the NAM model SMAP has been designed to operate on the basis of
monthly data. This may save data collection and preprocessing work and
may therefore be an advantage in studies where a daily resolution of the out-
put is not required. the model requires calibration against monthly discharges
for four to ten year period.

4.13.2 SMAP model equations

SMAP describes the various water exchange processes taking place in a
catchment by largely simplified mathematical equations. These equations
includes the following five parameters which, when they have been properly
calibrated, together reflects the hydrological characteristics of the catchment
in question.

The model parameters are:

o« Max storage in the root zone (The saturation capacity of the soil storage)
(SAT)

o The control exponent of the Evapotranspiration (E1)

e The control exponent of surface runoff (E2)

e The recharge coefficient of the groundwater level (CREC)

e The recession time constant of the groundwater reservoir (CK)



e The following parameters are necessary to define the initial conditions
for the model:

o The initial rate of content of water in the soil (RSOL initial)

e The base flow outflow from the catchment by the start of the simulation
period (Qbin)

Qbin will in the model be used to calculate the initial storage in the groundwa-
ter reservoir from the formula:

RSUB; = (Qg . T.)/ S. (1 - CK) (4.83)

where
S Surface of the catchment in km?:
T Number of seconds in the month.

Figure 4.12 shows the schematics of the SMAP model and indicates how the
reservoirs are linked up.

The two linear reservoirs represent the soil moisture and the groundwater
reservoir respectively.

The degree of moisture saturation in the root zone is described by the equa-
tion:

TU = RSOL/SAT (4.84)

where
RSOL Level in mm of the soil storage
SAT Saturation level in mm of the basin.

In each time step a fraction of the rain water is routed instantaneously to the
river as surface runoff, While the remaining part of the rainfall feeds the root
zone storage. The surface runoff is calculated as:

OF = P * TUE2 (4.85)
where

OF Surface runoff in mm

P Precipitation in mm

The parameter E2 is a coefficient control of the surface runoff.
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In the soil storage, part of the stored water is extracted as evaporation. SMAP
calculates this actual evapotranspiration from the potential evapotranspira-
tion and the saturation degree of the root zone

Ea = Ep * TUE! (4.86)
where

E, Actual evaporation in mm

Ep Potential evapotranspiration in mm

E1 Parameter controlling the surface evaporation

The recharge of the groundwater reservoir (groundwater level) is deduced
from the root zone storage. The recharge is a function of the saturation
degree of the rootzone and the crec parameter:

REC = RSOL * TU4 * CREC (4.87)

where
REC Recharge in mm
CREC Recharge coefficient of the groundwater level

The groundwater reservoir is a normal linear reservoir with a time constant
CK.

The water balance for the root zone and groundwater storages carried out for
each calculation time step follows the equations:

RSUB+1) = RSUB, + REC — BF (4.88)
RSOL.1,= RSOL, + P - Ea - OF - REC (4.89)

where i and i+1 signifies values at two consecutive time steps. And where
RSOL and RSUB are the contents of the root zone and groundwater stor-
ages.

The total discharge from the catchment is the sum of the surface runoff and
the base flow (BF) sum of the surface discharge ES and the basic discharge
EB result in the output at the control point of the basin, which is:

Q = (ES + EB) (mm) (4.90)
The water contents of the two reservoirs are updated every time step on the

basis of the calculated surface runoff, groundwater recharge, actual evapora-
tion and base flow. Since no iterations are carried out in the model the results
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depend on the calculation selected time step. DHI has found that running the
model with daily time steps even with monthly input improves significantly the
model performance.

The entry data are: precipitation (mm/month), evaporation (mm/month), the
monthly mean discharge (m3/s or Hm3) which will allow the model calibration.

Lo

RSOL

SAT

REC

RSUB ‘ EF

Figure 4.12 Schematics of the SMAP mode

Introduction

Two different urban runoff computation concepts are available in the Rainfall
Runoff Module as two different runoff models:

Model A) Time/area Method
Model B) Non-linear Reservoir (kinematic wave) Method

The two used concepts are the same methods as used in the MOUSE, see
MOUSE Surface Runoff models, Reference Manual.
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4.14.2 Urban, model A, Time/area Method

Introduction

The concept of Urban Runoff Model A is founded on the so-called "Time-
Area" method. The runoff amount is controlled by the initial loss, size of the
contributing area and by a continuous hydrological loss.

The shape of the runoff hydrograph is controlled by the concentration time
and by the time-area (T-A) curve. These two parameters represent a concep-
tual description of the catchment reaction speed and the catchment shape.

Hydrological Parameters

Initial Loss - defines the precipitation depth, required to start the surface run-
off. This is a one-off loss, comprising the wetting and filling of catchment
depressions. During dry period, the initial storage capacity is increased with
the evaporation rate until the initial storage capacity is back to the initial loss
capacity. The evaporation rate is specified as a timeseries or alternatively set
equal to 0.05 mm/h.

Hydrological Reduction - runoff reduction factor, accounts for water losses
caused by e.g. evapo-transpiration, imperfect imperviousness, etc. on the
contributing area.

Time/Area Curve - accounts for the shape of the catchment lay-out, deter-
mines the choice of the available T/A curve to be used in the computations.

Three pre-defined types of the T/A curves are available:
1 - rectangular catchment

2 - divergent catchment

3 - convergent catchment

Concentration Time - defines the time, required for the flow of water from
the most distant part of the catchment to the point of outflow.

Runoff computation

The continuous runoff process is discretised in time by the computational
time step dt. The assumption of the constant runoff velocity implies the spatial
discretisation of the catchment surface to a number of cells in a form of con-
centric circles with a centre point at the point of outflow. The number of cells
equals to:

n= - (4.91)



where:

t.: concentration time

At: simulation time step

MIKE 11 calculates the

area.

A time-area curve characterises the shape of the catchment, relating the flow
time i.e. concentric distance from the outflow point and the corresponding
catchment sub-area. There are three pre-defined time/area curves available
in MIKE 11. Irregularly shaped catchments can be more precisely described

area of each cell on the basis of the specified time-
area curve. The total area of all cells is equal to the specified impervious

by the user-specified T/A curves.
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Figure 4.13 The three pre-defined time/area curves available in MIKE 11

The runoff starts after the rain depth has exceeded the specified initial loss for
the catchment. The runoff stops when the accumulated rain depth on the
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whole catchment surface regresses below the specified initial loss for the
catchment.

At every time step after the start of the runoff, the accumulated volume from a
certain cell is moved to the downstream direction. Thus, the actual volume in
the cell is calculated as a continuity balance between the inflow from the
upstream cell, the current rainfall (multiplied with the cell area) and the out-
flow to the downstream cell. The outflow from the most downstream cell is
actually the resulting surface runoff hydrograph.

To account for the specified hydrological reduction, the runoff from the imper-
vious surface is reduced by the catchment's hydrological reduction factor.

4.14.3 Urban, model B, Non-linear Reservoir (kinematic wave) Method

Introduction

The concept of surface runoff computation of Urban Runoff Model B is
founded on the kinematic wave computation. This means that the surface
runoff is computed as flow in an open channel, taking the gravitational and
friction forces only. The runoff amount is controlled by the various hydrologi-
cal losses and the size of the actually contributing area.

The shape of the runoff hydrograph is controlled by the catchment parame-
ters length, slope and roughness of the catchment surface. These parame-
ters form a base for the kinematic wave computation (Manning equation).

Model Specific Data

Length - conceptually, definition of the catchment shape, as the flow channel.
The model assumes a prismatic flow channel with rectangular cross section.
The channel bottom width is computed from catchment area and length.

Slope - average slope of the catchment surface, used for the runoff computa-
tion according to Manning.

Surface type areas - fractions of the catchment surface belonging to differ-
ent surface types:

e impervious steep

e impervious flat

e pervious -small impermeability

e  pervious - medium impermeability

e  pervioius - large impermeability

The model applies different hydrological parameters for each of the surface
types.
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Hydrological Parameters

Wetting loss - one-off loss, accounts for wetting of the catchment surface.

Storage loss - one-off loss, defines the precipitation depth required for filling
the depressions on the catchment surface prior to occurrence of runoff.

Start infiltration - defines the maximum rate of infiltration (Horton) for the
specific surface type.

End infiltration - defines the minimum rate of infiltration (Horton) for the spe-
cific surface type.

Horton's Exponent - time factor "characteristic soil parameter". Determines
the dynamics of the infiltration capacity rate reduction over time during rain-
fall. The actual infiltration capacity is made dependent of time since the rain-
fall start only.

Inverse Horton’s Equation - time factor used in the "inverse Horton's equa-
tion", defining the rate of the soil infiltration capacity recovery after a rainfall,
i.e. in a drying period.

Manning's number - Describes roughness of the catchment surface, used in
hydraulic routing of the runoff (Manning's formula).

Runoff computations

The model computations are based on the volume continuity and the kine-
matic wave equations.

The first step is the calculation of effective precipitation intensity. The effective
precipitation intensity is the precipitation which contributes to the surface run-
off.

Next, the hydraulic routing, based on the kinematic wave formula (Manning)
and volume continuity is applied. The sketch with schematics of the model
computation is shown in Figure 4.13.
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Figure 4.14 The simulated processes in the Surface runoff model B.
Computing effective precipitation

The simulated hydrologic processes account for various losses calculated -
evaporation, wetting, infiltration and surface storage -according to the con-
ventions and equations presented below. The remaining precipitation is
called effective precipitation, defined generally as:

Ty =1 -1 ()-Tw()-1,()-1s(1)

Ly 20 (4.92)

where,
I(t) Actual precipitation at time t,
IE(t) Evaporation loss at time t. It should be noted that the

Evaporation loss for the catchment is accounted only if it has been specified
as input timeseries

IW(t) Wetting loss at time t,
[I(t) Infiltration loss at time t,

IS(t) Surface Storage loss at time t.



The individual terms in the loss equation are fundamentally different, as some
terms are continuous where others are discontinuous. If the calculated loss is
negative, it is set to zero.

The actual precipitation, I(t), is assumed to be uniformly distributed over the
individual catchments. Otherwise, it may vary as a random time function.

The evaporation, IE(t), is a continuous loss that is normally of less signifi-
cance for single event simulations. However, on a long-term basis, evapora-
tion accounts for a significant part of hydrological losses. If included in the
computation, the evaporation is the first part subtracted from the actual pre-
cipitation, according to the following:

Ire(t) for (I(t) = Ire(t)) OR (y(t) >0)
I (t) =

1(0) for (I(t) < Ie(t)) AND (y(t) = 0) (4.93)

where:
I(t) Actual precipitation at time t,
IE(t) Evaporation loss at time t.
IPE(t) Potential evaporation at time t,
y(t) Accumulated depth at time t.

The wetting, IW(t), is a discontinuous loss. When precipitation starts, a part of
the precipitation is used for wetting of the surface if the surface is initially dry.
The model assumes that the precipitation remaining after subtraction of the
evaporation loss is used for wetting of the catchment surface. When the sur-
face is wet, the wetting loss, IW, is set to zero. This is summarised in the fol-
lowing expression:

I(t)—1e(t)  for y(E)<yw
Iv ()=

0 for (I(t) < Ie(2)) OR (y(1) = yw) (4.94)

where:
I(t) Actual precipitation at time t,
IE(t) Evaporation loss at time t.

IW(t) Wetting loss at time t,
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yW Wetting depth,
y(t) Accumulated depth at time t.

The infiltration, lI(t), is the water loss to the lower storage caused by the
porosity of the catchment surface. It is assumed that the infiltration starts
when the wetting of the surface has been completed. The infiltration loss is
calculated according to the following relations:

(4.95)

In()  for (y(t)=yw) AND (I(t)—1e(t)—Iw(t) > Iu(t))
1) —1e(t)—Iw(t)  for (I(t)—1e(t)—Iw(t)) < Iu(t)
0 for y(t) < yw

where:
[[(t)Infiltration loss at time t.
IH(t) Horton's infiltration at time t (see below),
yW Wetting depth,
y(t) Accumulated depth at time t.

The infiltration is a complex phenomenon, dependent on the soil porosity,
moisture content, groundwater level, surface conditions, storage capacity,
etc. The model calculates the infiltration loss capacity using the well-known
Hortons's equation:

1= Irmin T (Iimax = Irmin) - €™ (4.96)

where:
IH(t) Infiltration loss calculated according to Horton
[Imax Maximum infiltration capacity (after a long dry period),
[Imin Minimum infiltration capacity (at full saturation),
t Time since the start of the reduction process,

ka Time factor (characteristic soil parameter) for wetting conditions.



In the dry period following the rainfall, the infiltration capacity is gradually
recovered to the initial value, using an inverse form of the Horton's equation:

P ) Wikt
IH(t) Ir (Ilmax QIT) e (497)

where:
IH(t) Infiltration loss capacity calculated according to Horton,
IImax Maximum infiltration capacity (after a long dry period),

IIT Infiltration capacity at the threshold between the wetting and dry-
ing period

t Time since the start of the recovery process,
kh Time factor (characteristic soil parameter) for drying conditions.

The surface storage. IS(t), is the loss due to filling the depressions and holes
in the terrain. The model begins with the surface storage calculation after the
wetting process is completed. The surface storage is filled only if the current
infiltration rate is smaller than the actual precipitation intensity reduced by
evaporation. The actual surface storage loss is calculated according to the
following:

1(t)—Ie(t) - Iw(t)—Li(t)  for y() < (yw+ ys)
Is(t)=

0 for y(t) > (yw+ys) (4.98)

where:
I(t) Precipitation intensity at time t,
IS(t) Surface storage loss at time t,
l(t) Infiltration loss at time t,
IW(t) Wetting loss at time t,
IE(t) Evaporation loss at time t,
yW Wetting depth,
yS Surface storage depth,

y(t) Accumulated depth at time t.
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The Surface Runoff routing

The runoff starts when the effective precipitation intensity is larger than zero.
The hydraulic process is described with the kinematic wave equations for the
entire surface at once. This description assumes uniform flow conditions on
the catchment surface, i.e. equal water depth over the entire surface of cer-
tain category.

This type of runoff model is also called a non-linear reservoir model.

The surface runoff at time t is calculated as:

_ 12 5/3

where:
M Manning's number,
B Flow channel width, computed as:
BA/L
| Surface slope,
yR(t) Runoff depth at time t.

The depth yR(t) is determined from the continuity equation:

d
Ly)-A-00)="2 . 4
dt (4.100)

where:
leff Effective precipitation,
A Contributing catchment surface area,
dt Time step,
dyR Change in runoff depth.
Impact of Catchment Surface Type on Computations of Losses

Surface Runoff Model B distinguishes between up to 5 different catchment
surface types. This is practically handled by the model so that the individual
catchment is split into up to five sub-catchments, each with the area accord-
ing to the specified percentages for specific surface categories.
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For each surface type, only relevant processes are simulated.The model
treats every area with different surface category as a sub-catchment, and the
runoff computations are performed individually. The total runoff from the
entire catchment is obtained then as a sum of runoffs from up to five different
sub-catchments.

4.15.1 Introduction

DRIiFt (Discharge River Forecast), a semi-distributed event model based on a
geomorphologic approach, is presented. This model is focused on the effi-
cient description of the drainage system in its essential parts: hillslopes and
channel networks are addressed with two kinematic scales, which determine
the base of the geomorphologic response of the basin. The geomorphologic
module is coupled with a distributed representation of soil infiltration proper-
ties, while the rainfall event is schematized with its variability in time and
space. The runoff volume is routed with a time variant TUH (T-hour Unit
Hydrograph) technique, which takes into account the runoff production varia-
bility. Parameters calibration and validation has to be carried out using differ-
ent intense rainfall events in different size basins. This robust and
parsimonious model is able to predict consistently the main features of the
hydrograph; the observed parameter invariance with basin size and rainfall
intensity within a homogeneous region allows the reliable utilization for engi-
neering purposes as well as for flood forecasting, especially in regions where
many small non-gauged basins are present.

The development of DRiFt has been made by CIMA - Centro di ricerca Inter-
universitario in Monitoraggio Ambientale - a research institution of the Univer-
sities of Genoa and Basilicata (Italy), in cooperation with ACROTEC S.r.l..

4.15.2 Model structure

The model frame is quite simple and it is focused on the main characteristics
of the hydrograph: peak and time to peak. Its parameters must be evaluated
by fitting computed hydrographs to observed ones, placing this model in the
calibrated parameters models category.

The parameters have an intuitive and direct physical meaning; it is therefore
possible to control their values after the calibration. This is important because
it simplifies the validation procedure, but, moreover, because it shows the
goodness of the processes schematisation. This schematisation takes into
account the spatial variation of inputs such as rainfall, morphologic, geologi-
cal and anthropic characteristics of the basin, but it is lumped in parameters,
which represent characteristic values all over the catchment. The model out-
puts can be obtained in a given location wherever in the catchment. From a
technical point of view this is the main feature of the model, as it conceals
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most of the advantages of both distributed and lumped models. The geomor-
phologic filter, described in detail in section “Morphological parameters ”. The
morphological parameters: ASk and k, is used to distinguish hillslopes and
channel network starting from a space-filling representation of the drainage
system directly obtainable from Digital Elevation Models (DEM). The routing
time of each site in the basin is evaluated assigning different typical velocity
values in each pixel pertaining to the basin and classified as hillslope or chan-
nel. The two velocities, v, and v, used to describe the flow routing process in
each of the two components of the drainage system are assumed constant;
they maintain a physical meaning as the average velocities on hillslopes and
in channel network, related to a particular range of discharge, and to the par-
ticular class of basin considered.

The Instantaneous Unit Hydrograph (IUH) technique (Sherman,1932), used
to determine the basin response is applied with some differences with respect
to the classical procedure. Here in fact, the runoff generation is computed in
each pixel of the basin at any time step considering the soil infiltration capac-
ity heterogeneity and the rainfall field variability. This leads to a time variant
unit response of the basin allowing a better representation of the real basin
behaviour excited by a particular rainfall distribution.

Schematically, discharge at any location along the drainage network is repre-
sented by the expression:

W) 409

s " (4.101)

Q) = jM(t—
B

where B is the drainage basin above the specified location, M(t,x) is the runoff
rate at time t and location x, d,(x) denotes the distance from x to the closest
stream channel and d(x) denotes the distance from x to the outlet of the
basin specified by the region B. The runoff rate M(t,x) is computed from the
rainfall rate P(t,x) using the Soil Conservation Service method (SCS,1972)
with the Curve Number parameters locally defined, according to lithology, soil
type, land cover and use (see UHM model, paragraph 4.12).

Range of applicability of the model.

Typical environments for DRiFt applications are steep and relatively small
mountainous catchments, where the draining network is clearly definable.

The model is also suitable to describe hortonian dominated hydrological envi-
ronments, in general where the catchments’ size does not exceed 3000-4000
km2,

Moreover, the use of DRiFt should be avoided for those basins where subsur-
face and base flows are relevant. In particular, presence of karsts phenom-
ena might strongly affect the runoff behaviour, modifying groundwater
contributions not considered by the model.



Caution is also required in using parameters derived in one hydrological
regime for prediction in another region. It is evident that the relative impor-
tance and even nature of hydrological processes vary between countries, and
from one region to another in the same country. Therefore an “ad hoc” cali-
bration is needed when the hydrological environment changes significantly.

4.15.3 Data requirements

The basic input requirements for the DRiFt model consists of:

o Digital Elevation Model (DEM)
e Model parameters
o Rainfall data

o Streamflow data for model calibration and validation

Information of the previous days precipitation are also required in order to
estimate the antecedent soil moisture content.

Digital Elevation Model (DEM)

The increasing availability of Digital Elevation Models (DEMs), with the asso-
ciated possibility of extracting the drainage structure from these representa-
tions, is one of the most important advances in both morphologic and
hydrologic studies.

DEMs allow to consider the actual morphology of the basin from a topological
point of view.

Hillslopes are areas of topographic divergence, valleys are areas of topo-
graphic convergence. Channels appear within areas of topographic conver-
gence but are not defined by curvature alone. It is customary (Dietrich et al.,
1992) to consider topographic concavity of a site as necessary but not suffi-
cient condition for canalization to occur. The stream or channel network is
made up of well-defined banks and sources, the valleys or drainage network
are defined on the basis of basin morphometry.

From the availability of accurate DEM data, the convergence (divergence) of
topography at any point of the landscape can be measured (see, e.g.,
Rodriguez-Iturbe and Rinaldo, 1997) and several criteria for the determina-
tion of the channeled part of a DEM have been proposed. Anyway, while cri-
teria using topographic convergence are particularly effective when applied to
high resolution DEMs, they become meaningless for coarser DEMs, still suit-
able for hydrologic applications.

The channelled draining network identification is carried out here through a
filtering procedure based on an area-slope threshold.

This allows the utilization of a wide range of DEM resolution.
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DRIiFt was tested on different DEM resolution giving acceptable results in any
tested conditions.

However, some studies proved the suitability of the DEM resolution from
225m x 225m to 40m x 40m resolution for hydrologic modeling purposes in
the environment analyzed (Molnar and Julien, 2000; Giannoni, 2001) and this
is also the suggested range for DRIFt applications.

Model parameters

The model makes use of five parameters. The threshold value ASk and k are
addressed to describe the geo-morphology of the environment where the
model is applied. Both of them have a long literature background (see, e.g.,
Roth et al., 1996) with regard to morphologic studies.

Two other parameters are used to determine the time scale of the geomor-
phologic hydrograph. They are two characteristic velocities, one for the
hillslope links and the other for the channel paths.

The last parameter describes the antecedent soil moisture conditions. It is
obviously an event sensitive parameter and has to be introduced by the oper-
ator any time a simulation is performed. The evaluation of this parameter
refers to the rainfall cumulate in the period preceding the event.

The morphologic parameters: ASk and k

The hypothesis that in a drainage channel the quantity ASk is approximately
constant, or at least greater than a threshold value (Montgomery and Dietrich,
1988, 1992)], is used to develop a threshold criterion able to discriminate
between different transport mechanisms, i.e. between channeled and non-
channeled paths.

The k exponent of the threshold expression is substantially responsible for
drainage density redistribution within the basin. This parameter assigns differ-
ent importance to the slope, magnifying the influence of high slope values in
steep zones, acting oppositely in flat areas. The value of k is derived from
empirical power law relationships that describe the scaling of geometric
hydraulic variables (Leopold et al., 1964; Flint, 1974). One of such relation-
ships links slope and discharge, Q, in the form S oc QZ while a common
relationship between discharge and contributing areais S oc Q" . Combining
these, (Flint, 1974) gives S oc A** or :

1
AS ** = constant (4.102)

The way in which a natural drainage system respond to systematic spatial
and temporal variability of rainfall by adjusting widths, depths, gradients, and
its drainage network shape is embedded in these relationships, together with
a tendency to quasi-equilibrium, expressed by the observation that the prod-
uct xz tends to be constant (Flint, 1974).



To apply this filtering procedure, the slope may be computed as the ratio of
the difference in elevation between two adjacent cells and their relative dis-
tance. Dealing with flows, this is usually calculated in the downward direction.
Here, in order to minimize DEM sampling errors, a “quasi-local” slope
(Giannoni et al., 2000a) is computed taking into account all relative up and
downstream cells, as the following scheme;

n upstream downstreai

. 1 Zy i i

-

i< > + - (4.103)
k=1

Iki i

where S; slope in the cell under study i; zupstream |evel of the cell draining to
the cell under study; zdownstream |eye| of the cell towards the cell under study
drains to.

The quantity ASk is then locally computed, and the cells with a local ASk
value greater than the chosen threshold are assumed to represent the initia-
tion of the effective channeled structure. When a channel is found it is traced
to the outlet following the maximum slope direction. In rainfall-runoff mode-
ling, the identification of channel head points assumes a foremost signifi-
cance with regard to the agreement between simulated and recorded
hydrographs. This allows the identification of a threshold value supported by
empirical evidence and recorded discharge data. The threshold calibration
procedure is described in section “Morphological parameters ”.

Kinematic parameters

Constant velocities are assumed for each of the two components of the drain-
age system even if variable transfer velocities might be associated to the dif-
ferent elements that contribute to the transport of water as function of local
properties (e.g. land use, roughness, local slope). On the hillslope portion of
the flow path, the use of a single velocity value is justified by the available
information, which are usually characterized by a low detail, not suitable to
describe a flow velocity relationship able to consider the wide variety of natu-
ral characteristics and the complex processes that take place on these ele-
ments.

A different situation is found in the channel part of the flow path, where it
could be possible to link velocity values with the local characteristics of the
drainage network. The kinematic parameters, i.e. flow velocities on hillslope
and in the drainage network, can be interpreted from two different points of
view: as lumped hydrological parameters or as an approximation of local
hydraulic variables. In the present work they are intended as hydrological
parameters, even if they maintain their physical implication as average value
for velocities in the channel and on the hillslope paths related to a particular
class of events and, therefore, to a particular range of discharge.
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Runoff excess: the Soil Conservation Service method

The Soil Conservation Service (1972) developed a method for computing
rainfall abstractions. For the storm as a whole, excess precipitation depth or
direct runoff P, is always less than or equal to the precipitation depth; like-
wise, after runoff begins, the additional depth of water retained in the water-
shed, F,, is less than or equal to some potential maximum retention S (see
Figure 4.15). There is some amount of rainfall |, (initial abstraction before
ponding) for which no runoff will occur, so the potential runoff is P-I,.

//

2 / P=Por i, F,
s | & /
g1 4
5 X
£

|

o

I d b e

Time
Figure 4.15 SCS abstraction scheme

The hypothesis of the SCS method is that the ratios of the two actual to the
two potential quantities are equal, that is

Fa Pe
£ = 4.104
S P I, @109
From the continuity principle
P=P,+I,+F, (4.105)
Combing (4.104) and (4.105) to solve for P, gives:
2
(P_Ia)

P,= ——— 4.106

¢ P-1,+S (4.106)
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which is the basic equation for computing the depth of excess rainfall or direct
runoff from a storm by the SCS method. By study of results from many small
experimental watersheds, an empirical relation was developed for the initial
abstraction as:

I, =02 S (4.107)
On this basis
2
_(P-02Y9S)
e "P+08S (#109)

Plotting the data for P and P, for many watersheds, the SCS found curves of
the type shown in Figure 4.16. To standardize these curves, a dimensionless
curve number CN is defined such that 0<=CN<=100. For impervious and
water surfaces CN=100.
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Figure 4.16  Cumulative direct runoff (SCS method)
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where S is in millimeter. The curve numbers shown in Figure 4.16 apply for
normal antecedent moisture conditions (AMC II).

For dry conditions (AMC 1) or wet conditions (AMC lll), equivalent curve num-
ber can be computed by:

_ 42 CN(
CN(l) = .
() = 10=0.058 CN(ID (*.110)
CN(II = 23 CN(ID) (4.111)

10+ 0,13 CN(II)

Application of the Curve Number method to the model

At this point, only the total depth of excess rainfall or direct runoff during a
storm has been computed. By extension of the previous method, the time dis-
tribution of abstractions Fa within a storm, thus the relative time distribution of
excess rainfall, can be found. Solving for F, from equations (4.104) and

(4.105),
S(P-1,)
= —= P> 4.112
& P-I,+S ’ a @12
Differentiating, and noting that |, and S are constants,
dF 2
a _ _S dp/dt @113)

at (p_1,+8)

As P— o, (dF,/dt— 0) as required, but the presence of dP/dt (rainfall
intensity) in the numerator means that as the rainfall increases, the rate of
retention of water within the watershed tends to increase. This property of the
SCS method may not have a strong physical basis.To compute F, and thus
P = (1-F,) it is sufficient to discretize (4.113). In the model this procedure is
applied to each pixel that is separately treated on the basis of local soil, land
use and urbanization characteristics, summarized in the local CN value. In
this way the physical description capacity of the model is increased.

It is necessary to add some more explanations. It is assumed that after the
rainfall is filtered by the CN method and has become net rainfall P, all this
volume is routed to the channel. This is not completely true; it is a simplifica-
tion justified by the large number of pixels and the relatively long period con-
sidered. In reality it may happen that the runoff generated in one pixel will
infiltrate during its route to the channel network in another pixel. This part of
the runoff, coming from upstream, increases the saturation of this pixel. In



this way runoff generation increases and, taken as an average process, this

pixel releases what was absorbed by the pixels above. This could change the
distribution of routing times locally, but not so strongly to make one think that
it is worth-while to take into account the possibility of modelling this process

too.

Rainfall input

Rainfall data input can be inserted in several way into DRiFt. With respect of
the availability of data and the morphology, the user may choose among four
different options corresponding to different levels of interpretation of precipita-
tion processes. Here the possible alternatives are explained.

Uniform and constant

A constant value of rainfall rate (mm/h) is assumed all around the catchment.
Many features of the precipitation field, such as spatial and temporal variabil-
ity, are not represented with this approach, denying to exploit all the model
potentiality. The use of this option should be therefore limited to small catch-
ments and brief events. Moreover, in this way quick simulation can be per-
formed to check out the order of magnitude of results.

Uniform and time-variyng
A rainfall rate time series is assumed for the whole basin.

The time resolution of the rainfall input is strictly connected to basin size.
Usually hourly rainfall rate are suitable, but in very small catchment a finer
resolution may be required.

In this case spatial variability is still unpreserved. Unfortunately a widespread
rainfall cannot be representative of the real precipitation field, especially for
those environments usually subjected to convective precipitation regimes.

Distributed

Time varying precipitation maps can be inserted directly into DRiFt . Rainfall
rate values vary from pixel to pixel at each time step allowing to reproduce
the spatial heterogenety of rainfall.

Example of this kind of areal information are observation from remote sen-
sors such as radar and satellite.

Precipitation maps from raingauges

In most common cases, bi-dimensional time-varing precipitation maps are not
available and must be created from raingauges’ measurements. These punc-
tual precipitation measurements can be processed in order to extrapolate the
rainfall distribution.

The computational routines implemented in DRiFt correspond to two classical
interpolation methods: Thiessen polygons method and Inverse squared dis-
tance method.
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Thiessen polygons method

This method assumes that at any point in the watershed the rainfall is the
same as that at the nearest gage so the depth recorded at a given gage is
applied out to a distance halfway to the next station in any direction. Some
gages are therefore considered more representative of the area in question
than others. Areas corresponding to each gage are determined through the
construction of Thiessen polygon network, where the polygon boundaries are
formed by the perpendicular bisectors of the lines joining adjacent gages.

Inverse squared distance method

A new rainfall value at an unknown point is calculated as a linear weighted
combination of sample values within a local neighborhood of the point being
estimated. The weight of a sample point is assigned according to the inverse
of its squared distance to the point being estimated. The closer the sample
value, the greater the assigned weight.

The sample points in the immediate proximity are assigned higher weights in
the interpolation because they are more likely to have similar values.
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Where P;: sample values; d;: Euclidian distances from sample points to the
point being estimated; n: number of sample points.

Sample points need to be selected within a neighborhood to compute the
unknown rainfall at a specified location.

The computational routine is created in such a way that a new area of influ-
ence are re-constructed whenever there is a change in measurements availa-
bility, such as when data is missing from one of the gages.

The precipitation time step is the temporal resolution that maps will be cre-
ated with.

In order to exploit the whole available information, it is recommended to set
the precipitation time step on the same value of raingauges measurements
resolution. Anyway, if temporal variations are not significant, cumulative maps
may be introduced with a coarser resolution, speeding up the process com-
putational time. A finer resolution does not improve the data input accuracy
and slows down the computational time.
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4.15.4 Model calibration

Morphological parameters

The morphological exponent k calibration should be performed, modifying,
only if necessary, typical values suggested in literature (see below “range and
typical values” session).

Once k has been set, the value of ASk is quantitatively defined in order to pro-
duce a network as natural as possible. The threshold value is therefore tested
against four different and nearly independent criteria.

These criteria are here briefly summarized:

1) Graphic control

The accuracy of the derived network must be checked through a comparison
with the blue lines cartography, even if they are a poor representation of the
actual channel network (Montgomery and Foufoula-Georgiou, 1993), and
with any other source of knowledge for the basin under analysis. This subjec-
tive criterion gives a first idea of the order of magnitude of the threshold
value. However, its main use is to avoid gross mistakes in the network identi-
fication due to DEM errors (e.g., false junctions, missing branches) that might
alter the hydrologic response.
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Figure 4.17 Comparison between (a) cartography blue lines and the DEM derived
network with different thresholds: (b) ASk=104 m2; (c) ASk =105m2; (d)
ASk=108 m2, Centa River basin. Geographic coordinates are in Longi-
tude east and Latitude north.

2) Hillslopes and channel percentages

Following the theory on which this procedure is based, the quantity ASk ,
locally estimated in the channeled network, is expected to be constant, and
greater then a specific channelization threshold. The percentage of channel
cells is thus expected to asymptotically reach a quasi-stable value when the
reference threshold is increased and then to drop dramatically, due to the
river network vanishing, when the correct channelization threshold value is
exceeded (Roth et al., 1996). Obviously, the constancy of the quantity ASk is
not strictly respected in nature; however, an asymptotic trend in the vicinity of
the threshold value is observable (Giannoni et al., 2000a).

It is therefore fundamental to identify where the region of stability begins and
to select a representative value of the threshold for this region. Operatively,
this value is better marked out using the second derivative of the chan-
nel/hillslope percentage vs. ASk: when the curves representing the chan-
nel/hillslope percentage reach their asymptotic behavior, first and second
derivative are almost null; consequently, the modifications of the network for
correspondent modification of the thresholds are negligible, and so are the
repercussions on the hydrologic response.

An example is exposed in Figure 4.18

Powering Water Decisions 353



354

RR Reference Manual

100%
[=]
T Hllslope
- slope
[
[
.
L — Mag=
o ---Certs
o - Bigagno
5
%
Channal
0% : e :
ORE+00 SO0EHI AS [m’] 4 0E+05 1.3EHIA
a B0
(bl
e
T
) —+Maga
5 = Certz
= Bizagro
2.E-10
-1.E-10 : .
O 0E+I0 G0EHIE 1.0EH)3 1.3EHIS ZNEHS 2.0EHIS

Ast mY

Figure 4.18 (a) Hillslope and channel percentages as function of the threshold value
for Magra, Centa and Bisagno. The three drainage networks present a
similar behavior: a rapid conversion of hillslope cells into channel cells
in the zone of low threshold values and an asymptotic trend when
higher values are reached. (b) Second derivative of the hillslope per-
centages vs. ASK .

3) Hillslope's length frequency distribution

The hillslope's length frequency distribution is expected to be heterogeneous,
in accordance with observations (e.g., Wyss, 1988), and well described by a
gamma function (e.g., Gyasi-Agyei et al., 1996). To test the accordance
between theoretic distributions and observed frequencies a non-parametric
test, as the Kolmogorov-Smirnov test, is proposed.

Example: The results for different orders of magnitude of the threshold value
are analyzed for some Ligurian basins. In Figure 4.19 an example of the Kol-
mogorov-Smirnov test for the Bisagno basin is shown. The hill-slope lengths

distribution for ASk =104 m2 and ASk =108 m2 badly fail the test, while the dis-
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tribution for ASk =105 m2 shapes the theoretic gamma. The discrepancies are
mostly due to the digital representation of the hillslope paths, that allows only
discrete travel times values. This is particularly true for small values, where
the step-like behavior of the empirical function is more evident.
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Figure 4.19 Kolmogorov-Smirnov test for cumulative hillslope lengths frequency dis-
tribution for three different threshold values: (a) ASk =104 m2 ; (b) ASk
=105 mZ2; (c) ASk =108 m2 , Bisagno basin. The curve in (b) gives the
best approximation of the expected gamma function.

4) Hillslope’s length spatial distribution

In steep basins, the differences between mountain and valley hillslopes are
quite strong. If hillslope lengths were constant over the entire basin, they
would not converge on a proper basin response because of a lack in the mor-
phologic variability description. The hillslope elements are not randomly joint
to the channel: a heterogeneous distribution of hillslope lengths, correspond-
ing to a well-defined spatial distribution over the territory, is expected.

Figure 4.20 depicts the hillslope lengths of the Centa basin, which confirms
the intuitive idea that short mountain hillslopes are connected to longer chan-
nel network paths, while long hillslopes are usually located not far from the
outlet.
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Figure 4.20 Hillslope lengths spatial distribution, Centa basin. Short mountain
hillslopes are connected to longer channel network paths, while long
hillslopes are usually located not far from the outlet.

Range and typical values

In Flint's work (Flint, 1974) the exponent k = -(1/xz) takes values in the range
from 1.2 to 2.7 with an average of 1.7. The scaling of link slope with contribut-
ing area was investigated by Tarboton et al.(1989): a k value equal to 1.67 is
estimated from contributing area-slope plots with reference to DEM derived
networks. Fiorentino et al. (1993) estimated k=1.75 from an entropy-based
morphologic analysis of river basin network. Rodriguez-Iturbe et al. (1992)
introduce three principles of optimality for drainage networks; a k value equal
to 2 is derived assuming both a linear relation between mean annual dis-
charge and contributing area, i.e. x=1, and a constant flow velocity through
the network. These assumptions were relaxed by Molnar and Ramirez
(1998): a k=1.6 value is estimated for optimal combinations of channel down-
stream hydraulic geometry and basin topography for natural drainage sys-
tems.

On the basis of the previous considerations, the value 1.7 is assumed as a
suitable estimate for the k parameter. Values of k within the 1.6-1.75 range do
not produce considerable differences in the values of the others parameters
of the model, as obtained from the complete calibration procedure. The valid-
ity of this assumption is qualitatively confirmed by the graphic comparison
between the filtered network drainage density distribution and the blue lines,
presented in the previous section (Figure 4.17).
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On this basis, range and typical values of morphologic parameters are sum-
marized in Table 4.6.

Table 4.6 Range and typical values of morphologic parameters
Range Typical values
Lower bound | Upper bound DEM DEM
(40mx40m) (225mx225)
k 1.3 2 1.7 1.7
ASk 102 106 104 105

Kinematic parameters

The estimation of kinematic parameters has to be performed using diffe-rent
recorded hydrographs in several hydrometric stations, paying particular atten-
tion on correctly reproducing the peak discharge value, Qp, and the time
when this peak is experienced, tp. Another important issue, that calibration
should care for, is consistency of surface runoff volume. The model does not
manage the infiltrated part of the rainfall: the shape of the hydrograph is often
not preserved, especially in its tail. However, for in the environments that the
model intend to analyze, this has a minor role in the characterization of the
hydrograph peak.

A sensivity analysis showed that an increase in hillslope velocity lead to a
reduction of the hydrograph base and consequently to an increase in the dis-
charge peak value. The same trend is obserbved increasing the channel
velocity, while the ratio between the two velocity affects the basic characteris-
tics of the hydrograph shape, such as skewness, rising limb, tail.

Range and typical values

A deep analysis over the Tanaro region (North Italy) was chosen to identify
three typical set of kinematic parameters representing its morphological vari-
ability. The region, in fact, includes a mountain zone characterized by very
steep catchments, a pede-mountain part and a valley alluvial part. The aver-
age velocities decrease from steep mountain sub-catchments to valley basins
both on hillslopes and channels. Their values (see Table 4.7) maintain always
a physical meaning with regard to the morphology considered (Giannoni et
al.,2003) supporting the conviction of a good description capacity of the
catchment system offered by the model.
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Table 4.7 Kinematic parameters range and typical values for Tanaro basin.
Range Typical values (for Tanaro basin)
Lower Upper Mountain | Pede-moun- Valley
bound bound tain
Vehannel [M/S] 0.1 10 2.5 2.2 1.5
Vhillslopes [M/8] 0.001 1 0.16 0.16 0.12

This corroborates the idea that the model includes the relevant processes
that contribute to form the hydrologic response at the basin scale, at least in
respect to severe rainfall events in small to medium size catchments in the
Mediterranean environment.

Curve Number

Curve numbers have been tabulated by the Soil Conservation Service on the
basis of soil type and land use. Four soil groups are defined:

Group A: Deep sand, deep loess, aggregated silt
Group B: Shallow loess, aggregated silts

Group C: Clay loams, shallow sandy loam, soils low in organic content, and
soils usually high clay

Group D: Soils that swell significantly when wet, heavy plastic clays, and cer-
tain saline soils

The values of CN for various land uses on these soil types are given in
Table 4.8. For a watershed made up of several soil types and land uses, a
composite CN can be calculated.
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Table 4.8

Runoff coefficient for different condtions (AMCII)

)

Runoff curve numbers for selected agricultural, suburban, and urban land

uses (antecedent moisture condition 11, I, = 0.25)

Land Use Description

Hydrologic Sail Group

A B C o
Cultivated land | without conservation treatment 72 8l Lt a1
with conservation treatment 62 71 T8 L]
Pasture or range land: poor condition 68 79 i3 BG
pood condition 39 31 T4 RO
Meadow: good condition 30 58 Tl TR
Wood or forest land: thin stand, poor cover, no mulch 45 &6 m 83
pood cover? 25 55 T 77
Open Spaces, lawns, parks, golf courses, cemeteries, erc,
good condition: grass cover on T3% or more of the area kL 6l T4 &0
Fair eondition: grass cover on 50°% to 75% of the area 49 L] v B4
Commercial and business areas (85% impervious) 2 02 04 95
Indlustrial districts (72% impervious) Bl g8 21 o0
Residential 3:
Avernge lod size Avernge % imperviousd
18 acre or less 65 7 85 o0 o2
14 acre 38 fil 75 83 BT
113 acre 30 57 72 81 Eh
1/2 acre 25 54 T 8iF 85
1 acre X 51 68 L B4
Paved parking lots, roofs, driveways, etc.5 a3 98 o8 | o8
Sirects and roads:
paved with curbs and storm sewersS a8 98 Q5 B
gravel 6 85 849 a1
dirt 72 82 87 B9

|

IFee a maore detailed deseription of agriculiural land use curve numbers, nefer to Soil Conservation Service, 1972

Chap. @
d300d cover is proceceed from grazing and liaer and brush cover sail.

ICusve numbers are computed assuming the runedf from the house and drivewsy is directed towards the strees
with & misimum of ool waler dirested to lawns where additional infiltraticn could cccar,

4The remaining pervious areas (lwwn) are considered f0 be in good pasture condition for these curve mambers
Sln some warmer climates of the counmry a curve number of 95 may be used.

Since the SCS method was developed in the USA, attention must be paid
adapting this method to a different application field. In fact, it is an empirical
method and the large number of experiments that give it reliability were made
in a country with its own specific morphology and particular kind of precipita-
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tion. It is therefore not sure that CN values and classifications furnished by
the SCS fit every case of study.

Initial condition

The CN method allows the use of different antecedent soil moisture condi-
tions. The program gives the user the possibility of choosing dry, normal or
wet conditions at the beginning of each event studied. This is a critical issue,
because the moisture content of the soil before a rainfall event has a direct
effect on infiltration and thus on runoff .

It is not easy to choose the initial conditions, because many factors concur to
make the wetting and drying process very complicated. There is no fixed rule
able to identify for one event whether antecedent conditions are wet, normal
or dry. Each case is different from one another. In general one should con-
sider how long the interval is between two consequent precipitations, vegetal
coverage, soil composition, season and all other aspects that affect the evap-
otranspiration process.

However some indicative tables exist for the range of antecedent moisture
conditions for each class; the one the proposed by Chow (1988) is given
below (Table 4.9).

Table 4.9 Suggested classification of antecedent soil moisture classes. (Source:
Soil Conservation Service, 1972, table4.2, p.4.12.)
Total 5-day antecedent rainfall (mm)
AMC Dormant season Growing season
Type | <13 <35
Type I 13-28 35-53
Type llI > 28 > 53
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5.1

A

FF Reference Manual

This manual should be used when undertaking flood forecasting (FF) model-
ling applications. It provides a description of aspects which are encountered
during the development, calibration and application of FF models. The man-
ual should be used in conjunction with the MIKE 11 User Guide.

Introduction

The demand for means to mitigate the impact of flooding has increased in
many parts of the world in recent years, especially where major urban devel-
opment in the flood plains has taken place.

Flood forecasting systems, producing real-time forecasts of river flows and
levels, provide a cost-effective solution to many flood management problems.
In addition, the environmental impact of implementing flood forecasting and
warning systems is considerably less than many other flood control meas-
ures.

Such flood forecasting systems provide

e predictions of the inflow to flood control reservoirs, polders, etc. This will
enable reservoir operations that prevent or reduce flooding in the down-
stream reaches while avoiding unnecessary waste of water resources.

e warnings to local authorities and the affected population of the expected
levels and extent of flood inundation

It is very important that the system is able to produce accurate, reliable and
timely forecasts as major decisions on reservoir operations, evacuation of
people, etc. will be based on this information.

Inland flooding may occur due to heavy rainfall in the local catchment area,
increasing inflow at upstream boundaries or as a combination of the two.
Real-time flood forecasting therefore requires adequate descriptions of the
rainfall-runoff process and of the flow in rivers and channels and thus also
real-time information on precipitation and river conditions in the area.

The MIKE 11 Flood Forecasting module (MIKE 11 - FF) is designed to per-
form the calculations required to predict the variation in discharges and water
levels in a river system as a result of catchment rainfall and inflow/outflow
through boundaries in the river system.

An automatic updating (data assimilation) routine is included in MIKE 11 - FF.
In real-time forecasting the simulated discharge/water level generally devi-
ates from the measured discharge/water level. In order to obtain the maxi-
mum benefit of the real-time measurements in the forecasts, some kind of
updating of the forecasting model is required. Updating consists of condition-



ing the model predictions to the observed data prior to the Time of Forecast
(ToF).

The accuracy of the forecasts will depend on the accuracy of the boundary
and rainfall forecasts, the model (calibration and structure) and the efficiency
of updating routine. The advantages of applying real-time updating to provide
accurate flood forecasting are widely recognised (/62/).

MIKE 11 - FF constitute an add on module to MIKE 11, and should be
installed along with the hydrodynamic model HD and the rainfall-runoff model
NAM.

MIKE 11 FF is designed to minimise the amount of information to be given by
the operational forecaster.This is important for real-time applications where
reliability and fast performance are crucial.

MIKE 11 - FF has been applied to operational real-time flood forecasting
since 1985. Very large applications have been setup for river systems in India
and Bangladesh.

MIKE 11 FF can be used in connection with either a manually based or a fully
automatic data collection and processing (SCADA) system.

5.2  Updating Procedure

Accurate forecasting requires that the rainfall-runoff model as well as the
hydrodynamic model are well calibrated on historical data i.e. that they are
able to simulate the water flow very accurately up to the time of forecast.
Deviations between measured and simulated water levels/discharges will
never the less often occur, and it is important that these errors are corrected
before forecasts are calculated.

Differences in the simulated and observed discharges prior to the time of
forecast (ToF) can be attributed to four sources:

1. Errors in the model input data such as precipitation, evaporation, and
temperature.

2. Errors in the model parameters due to data limitations, sub-optimal cali-
brations, etc.

3. Errors in the output variables due to the uncertainty in the rating curves
and other uncertainties arising from the measurement process.

4. Errors in the model structure due to lumping, inappropriate conceptualis-
ation of the flood-producing processes, etc.

Forecast updating procedures can be classified according to whether the
input variables, state variables, model parameters or output variables are
modified. A thorough discussion of the merits and disadvantages of different
updating schemes is provided in Refsgaard, 1997 (/61/). Since the start of



A

DHI's commercial flood forecasting activities in the early 1980's (/63/, /64/,
/651.), the importance of incorporating updating procedures for real-time fore-
casting was recognised. In the WMO project "Simulated Real-Time Intercom-
parison of Hydrological Models" DHI submitted two models both based on the
NAM model; NAMS11, the predecessor of MIKE 11 FF, and NAMKAL where
NAM was formulated in state space form and built into an extended Kalman
filter updating. The NAMS11 used output updating based on a error prediction
algorithm while NAMKAL provided state variable updating based on the
extended Kalman filter.

DHI's NAMS11 showed the best overall results with a ranking of No. 1-2 in
the Bird Creek catchment and No. 2-3 in the Orgeval catchment. However it
was noted that there was scope for improvement particularly in the case of
phase errors. A new procedure that implemented these improvements was
implemented in the MIKE 11 FF module in 1989, Rungg et al., 1989, (/66/).
As a result the standard updating procedure provided by MIKE 11 FF is an
improved error correction routine (output updating) capable of distinguishing
between phase and amplitude errors.

Two unique features MIKE 11 FF'S updating procedure must be emphasised.

1. Updating can be carried out directly on either water level or discharge.
Many traditional forecast models based on a purely hydrological
approach allow updating only on discharge. These discharges are
derived from water levels using rating curves which are subject to uncer-
tainties due to measurement errors, loop effects, etc. Direct updating on
water levels improves the forecast accuracy significantly.

2. It allows correction of both amplitude errors and phase errors. While tra-
ditional updating procedures perform quite well where the deviations
arise from amplitude or volume errors they generally perform poorly in
the case of phase error. Such phase errors may arise from the variable
wave speeds for flooding over bank levels or the position and path of
storm relative to the catchment outlet.

The two types of errors are illustrated below.
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Figure 5.1 lllustration of amplitude and phase error.

The updating procedure distinguishes between the two error types and make
corrections accordingly by minimizing the objective function given below:

1

2
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'_‘Fi[|:Mi_{Si+Ae+A_tPe}:| +an|Pe (5.1)
1

where
Asamplitude error (m3/s)
Psphase error (s)
Mmeasured discharge (m3/s)
Ssimulated discharge (m3/s)

Fweighting factor



nnumber of values taken into account
AS(Sis1 - S))

Attime step (s)

ophase factor (s1)

Qptypical peak discharge (m3/s)

The minimum is found by differentiating the equation with respect to A, and
P,, and solving these two equations.

A time series of correction discharge is generated on the basis of the identi-
fied errors, and introduced as a lateral inflow/outflow to the river at an update
point or reach.

These corrections are typically made at several locations in the river system,
where real-time data are available. This will ensure that the simulated flow
upstream of forecast points is as correct as possible at Time of Forecast
(TOF), and this will improve the accuracy of the forecasts.

Deviations found at TOF are likely to persist for some time in the forecast
period. Corrections are therefore continued after TOF, but gradually reduced
according to a first order decay, as illustrated in Figure 5.2 below.
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Figure 5.2 The updating ensures that the simulations are as close to the observa-
tions as possible up to the time of forecast. Corrections are continued,
but gradually reduced, in the forecast period.

The updating procedure uses a number of parameters that should be found
from calibration, using historical peak events.

The purpose of the calibration of the update parameters is to distinguish cor-
rectly between deviations in time (phase errors) and deviations in volume
(amplitude errors). Only by a correct determination of phase and amplitude
errors, will the correction discharge calculated for the forecasting period will
be correct.

A detailed calibration of parameters should be carried out for each update
location.

During calibration the available information stored in the TRF result file
should be utilized. The result file contains the following information for all
update points:

o Phase error after each update iteration

o Amplitude error after each update iteration

o Discharge after each update iteration

e Summation of correction discharge after each update iteration
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o Simulated time series of water level and discharges after each update
iteration

Prior to the calibration of the updating parameters, the observed and simu-
lated hydrographs at the updating location should be examined. The purpose
is to determine the phase and amplitude errors which are straightforward to
identify from the hydrographs. The results from this evaluation should be
compared with the simulated updating results obtained when calibrating the
updating parameters.

Max Phase Error

Corresponds to the largest deviation in time that will be identified as a phase
error. If the updating determines a larger phase error it is automatically
reduced to this value.

Used to limit the interpretation of errors as phase errors. Should only rarely
be a limiting factor. If the calculated phase error often reaches this value, the
Analysis Period (AP) should be decreased or the value of Alpha increased. In
the first calibration the value of Max Phase Error can be set equal to AP.

Analysis period (AP)

This is the number of hours back in time from time of forecast that simulated
and observed flow should be compared. This should as a minimum be larger
than the duration of a peak. When hotstarting, analysis will be made for the
full analysis period, i.e. including results of the previous simulation.

The order of magnitude will typically be days in very slow responding river
systems down to a few hours in very flashy river systems. The AP must be
large enough for detection of phase errors.

Time constant in analysis period

Recent deviations between simulated and observed flow may be given more
weight than those occurring earlier, using first order decay. The time constant
determines the reduction of the weighting factor back in time. It should be of
the same order of magnitude as the length of the analysis period.

To be used in river systems with very low correlation.

Time constant in forecast period

The errors found at Time of Forecast are assumed to be gradually reduced
during the forecast period following a first order decay given by this time con-
stant.

A small time constant will rapidly reduce the calculated correction discharge
during the forecast period. The calibration will show if this is necessary. In the
first calibration the value can be set equal to AP.



Adjust factor

The effect of the updating may be generally reduced by specifying an adjust-
ment factor less than 1.0. This is used e.g. at locations where observations
are not considered reliable.

Alpha and Typical Peak Value

The Alpha parameter is used in the last term of equation (5.1) to set a reason-
able limit for the extent to which the updating interprets deviations as phase
errors. In case of hydrographs with very small slopes the deviations can often
be misinterpreted as phase errors. Initially, Alpha should be set to 0.001 and
the Typical Peak Value should be determined from the observed hydrograph.
If the calibration results show poor distinction between phase and amplitude
errors, Alpha should be changed. If too many of the errors are corrected as
phase errors, Alpha should be increased.

Based on the phase and amplitude errors identified by the updating routine a
series of correction discharges is calculated. The correction discharges are
subsequently added/subtracted from the flows simulated by the hydrody-
namic model.

Updating can be specified on the basis of either discharge or water level
measurements. When updating on water levels, the calculation of correction
discharge takes into account the conveyance values corresponding to the
measured and simulated water levels.

Updating can be specified at any location in the river system where water
level and/or discharge information is available in real-time.

An example of the functioning of the updating routine is shown below in
Figure 5.3.
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Figure 5.3 Example of updating.

5.2.1 Calibration Example

A simple example of an FF calibration using three days of data from a fore-
casting location is given below. The basis for this example is the measured
and simulated hydrographs in Figure 5.4. No forecast period has been simu-
lated i.e. the Time Constant in Forecast Period has not been calibrated. The
example should only demonstrate basic principles of how to obtain a correct
interpretation of phase and amplitude errors.
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Figure 5.4 Example of measured (squares) and simulated (line) discharge at an
update location.

From Figure 5.4 it appears that:

e The phase error at the peak on the 4/1 is approximately 4.8 hours.
e The phase error at the peak on the 6/1 is approximately 2.8 hours.

e The amplitude error at the two peaks are approximately 275 m3/s and 75
m3/s respectively.

o The amplitude error before the steep rise in the morning of 6/1 is approx-
imately 180 m3/s.

These findings should also be made by the updating routine and can be used
as a check of the calibration results.

Determination of Analyse Period (AP)

Firstly selection of an appropriate Analyse Period has been investigated.
Simulations with AP equal to 3, 6, 12 and 24 hours have been made and it
has been assumed that AP = Max Phase Error = Time Constant in AP. Alpha
has been set to 0.001 and the Typical Peak Value to 2500 m3/s. The results
are shown in Figure 5.5.

The simulation with AP = 3 hours is not able to detect the 4.8 hour phase
error on the 4/1. Therefore the error here is incorrectly interpreted as ampli-
tude error. The simulation with AP = 24 hours gives an incorrect negative
amplitude error in the morning of the 6/1 and an amplitude error that is too
large during the peak on the 4/1.
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The simulations with AP = 6 and 12 hours both give approximately the same
results and match our findings from the hydrograph. A final selection of AP
could subsequently be made from calibration on data from other time periods
from the this station.

Determination of Alpha

For the calibration of Alpha, simulations with Alpha = 0.0001, 0.001, 0.005
and 0.05 have been made. Other parameters are AP = Time Constant in AP
= Max Phase Error = 12 hours. Typical Peak Value = 2500 m3/s. The results
are shown in Figure 5.6.

It is clearly seen from the results that the large value of Alpha causes the
errors to be interpreted as amplitude errors. The best agreement with our
findings from the hydrograph is obtained from the results with Alpha = 0.001

Determination of other updating parameters
In a similar manner it is possible to calibrate the remaining updating parame-
ters (see Table 5.1).

Table 5.1 Calibration of the remaining updating parameters

Parameter Main effect Typical value

Max phase error Higher phase errors are automati-

cally reduced to this value

Equal to AP

Analyse Period (AP)|Determine the period where Found by calibra-

observed and simulated data are |tion
analysed
Time constant in AP |If less than AP, recent deviations |Equal to AP

may be given more weight

Time constant in
forecast period

Corrections at ToF are gradually
decreased in the forecast period
by a first order decay with this time

Found by calibra-
tion

applying the correction discharge

constant.
Adjust factor Increasing/decreasing the calcu- |1.0
lated updating discharge
Alpha An increase in Alpha will cause Found by calibra-
deviations to be interpreted more |tion
as amplitude errors
Peak value Highest expected discharge after |From observed dis-

charge hydrographs
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6.1

A

Data Assimilation in MIKE 11

Data assimilation is a technique for combining any measurements of the state
of the system with the model dynamics in order to improve the knowledge of
the system. The data assimilation module in MIKE 11 can be used for assimi-
lation of water level and discharge measurements in the hydrodynamic model
and for assimilation of concentration measurements in the advection-disper-
sion model. Furthermore, the data assimilation module can be used for
uncertainty assessment and estimation of model prediction uncertainties.

The data assimilation methods implemented in the MIKE 11 DA module
belongs to the class of sequential algorithms. In this case a sequential updat-
ing of the model solution is performed during a forward model integration in
which the model forecast and the data are melded according to a specific
melding scheme. Two different melding schemes based on the Kalman filter
are available in MIKE 11:

e« Ensemble Kalman filter
o Constant weighting function method

The ensemble Kalman filter is based on a stochastic model formulation in
which model uncertainties are quantified and propgated through the model.
This formulation also allows for general uncertainty assessment, i.e. without
assimilation of measurements. The constant weighting function method is a
deterministic approach that does not explicitly address model uncertainties.
Both methods can be formulated in a general filtering framework.

The data assimilation module can be used either in hindcasting mode for pro-
cess studies and design purposes or as part of an operational forecasting
system. In either case, the module provides an improved estimate of the state
of the system which is consistent with the observed data. In an operational
setting the data assimilation module is used for updating the state of the sys-
tem prior to the time of forecast, and hence providing improved initial condi-
tions for the forecast. After the time of forecast the model can be corrected
using forecasts of model errors.

Application examples of the MIKE 11 data assimilation module can be found
in Hartnack and Madsen /69/, Madsen et al. /70/ and Madsen and Skotner
171/,

Data assimilation framework

The MIKE 11 model can be described in a deterministic, discrete dynamical
system setting as

Xprq = P(X, Uy) (6.1)

where



x,is the state variables of the system at time step k in terms of h-
and Q-points for each branch in the river system and concentration
components in the advection-disperion model (if used).

u,is the forcing terms of the system incorporating all boundary con-
ditions, lateral inflow/outflow and possible wind fields.

F(-)is the model operator representing the numerical scheme of
MIKE 11 (one time-step-ahead prediction operator).

It is assumed that water level, discharge and concentration measurements
are available at one or more locations in the modelled river system. This is
formulated in the measurement equation

where
z, is the vector of measurements.

C,is a matrix that describes the relation between measurements
and state variables, i.e. a mapping of state space to measurement
space.

The data assimilation process is a succession of two steps. First, the model is
employed to issue a forecast, and then the observed data are meld with the
forecast to provide an updated state (analysis step). The analysis step is cho-
sen to be a linear combination of the data and the model, i.e.

Xg = X+ Gz~ Cpx)) (6.3)

where
xi is the forecast state vector obtained from Eq. (6.1).
xi is the analysed or updated state vector.
Gy is a weighting matrix (gain matrix).

The vector (z, - Ckx,f() , denoted the innovation vector, includes the differ-
ences between the measurements and their model forecasted equivalents. If
the measurements are independent, a sequential update procedure can be
used that processes one measurement at a time

Xp() = XpU - 1)+ G (21— XpU— 1)), X5(0) = Xjoj = 1,2...,p (6.4)

where



A

pis the number of measurements.
z, ; is measurement No. j.

(zkﬁj—xi(j— 1)) is the innovation in measurement point No. j after
processing j-1 measurements.

9y, is a weighting vector (gain vector) corresponding to measure-
ment No. j that describes how the innovation (zk’j—x,f(j— 1)) is dis-
tributed on the state vector.

The shape of the gain reflects the correlation between the measurement and
nearby points, taken into account measurement and model uncertainties. If
the gain in the measurement position is equal to 1, measurements are
assumed to be perfect. The smaller gain is chosen the larger uncertainty is
assumed in the measurement compared to the model uncertainties.

The formulation of the gain matrix in Eq. (6.3) or the gain vectors in Eq. (6.4)
is the most essential part of the filtering scheme, and the different schemes
mainly differ from each other in the way the gains are calculated. The most
comprehensive linear melding scheme is the Kalman filter where the gains
are determined based on a minimisation of the expected error of the analysed
state vector in terms of the errors of both model dynamics and data. In this
case the gains are determined sequentially based on a dynamical evolution
of the forecast covariance matrix of the state vector.

For high-dimensional systems, as considered here, the propagation of the
covariance matrix is the main bottleneck, in most cases imposing an unac-
ceptable computational burden for real-time applications. The ensemble Kal-
man filter (EnKF) presented by Evensen /68/ approximates the error
covariance modelling by an ensemble of state vectors that are propagated
according to the model equation (6.1). This approximation reduces signifi-
cantly the computational burden.

Experiences with the EnKF shows that the computational requirements for
obtaining a proper representation of the covariance matrix are of the order of
100 model runs, which may be too expensive in real-time applications. The
constant weighting function method developed by Madsen and Skotner /71/
is based on predefined gain vectors that are assumed constant in time. In this
case the filtering update is only slightly more expensive than a normal model
run.

6.2 Ensemble Kalman filter
The Kalman filter is based on a stochastic formulation of the model equation

(6.1) and measurement equation (6.2). By including possible errors on the
forcing terms the system gets the following stochastic formulation:

X = O(x, U, +¢;) (6.5)



where
e,is a vector containing the model error of the forcing terms.

The stochastic representation of the measurements is given by:
k = CrXpet My (6.6)

where

h,is a random measurement error vector with zero mean and covar-
iance matrix Ry.

The uncertainty of the model forecast is described by the covariance matrix
Pk The Kalman gain to be used in the update equation (6.3) is given by

—1
G, = PLCL(CP,C[+R,) (6.7)

which depends on the model and measurement covariances. The model
covariance expresses how the innovation vector should be distributed on the
state vector, and the relation between the model and measurement covari-
ances expresses how much weight should be put on the measurement. The
smaller measurement variance as compared to the model variance, the more
weight is put on the measurement.

A major shortcomlng of the above formulation is the assumption that the
covariance matrix Pk is known a priori. For non-linear and high-dimensional
systems such as MIKE 11 the evaluation of the covariance matrix requires
huge computational costs and storage requirements, and hence makes the
filtering infeasible for real-time applications.

In the EnKEF, the covariance matrix is represented by an ensemble of possible
state vectors. Each of these vectors is propagated according to the dynamical
system subjected to model errors cf. Eq. (6.5), and the resulting ensemble
then provides estimates of the forecast state vector and covariance matrix. In
the measurement update, the Kalman gain matrix is applied for each of the
forecast state vectors. To account for measurement errors, the measure-
ments are represented by an ensemble of possible measurements. The
resulting updated sample provides estimates of the updated state vector and
covariance matrix.

The EnKF algorithm is summarised below. It is asumed that measurement
errors are uncorrelated i.e. the covariance matrix Ry is a diagonal matrix

R, = diag[c}, ..., (6.8)

o]

and hence the sequential updating algorithm in Eq. (6.4) can be applied.
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Let there be given a set of M state vectors X;,k' where j=1,...,M and k is the
time step index.

1. Each member of the ensemble is propagated forward in time according
to the stochastic dynamical system given by Eq. (6.5). For each member
of the ensemble the model error is drawn from a Gaussian distribution
with zero mean and known covariance.

2. The forecast of the state vector is then estimated as the mean of this

ensemble:
M
_f 1 f
Xy = szj,k (6.9)

3. An estimate of the covariance matrix is found according to:

f 1 foaf T
f Fooof
Sjk = Xjk— X (6.10b)

4. Each of the ensemble state vectors are updated sequentially using Eq.
(6.4). The gain vector for measurement No. i is given by:

gk = =Pk 16k (6.11)
CiP i 1(cx) *o;

In the above sub-/super-script i is a running index indicating elements
corresponding to the i'th update using the i'th measurement z;( . The
term ¢, is the i"th row of the information matrix C, described earlier.

5.  The updated state vector and covariance matrix are estimated as:

M

_ 1 1 T

X = szjj’k, P; = M——ilsi(si) (6.12)
j=1

In the implementation of the EnKF the covariance matrix P, is never calcu-
lated. All calculations are based on S, .

When no data are available for updating, only steps 1-3 are carried out. This
is the approach taken in MIKE 11 DA when performing uncertainty assess-
ment and making a stochastic or ensemble forecast.
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6.2.1 Model errors described by auto-regressive processes

The model errors are defined by auto-regressive processes of first order.
Thus, for each uncertain boundary condition / = 1,2,...,L the model errors are
described by

I / I .
€ik1 = Q€ikTOikiy I=12,...M (6.13)

where 8, x+1 is randomly drawn from a Gaussian dlstrlbutlon with zero mean
and user defined standard deviation 64 ;. Furthermore, all 8, x+1 areassumed
to be uncorrelated. It should be emphasised that to ensure that the errors do
not grow without limit the absolute value of the regression coefficients ¢ must
be less than unity.

By using an auto-regressive description the model error has some memory
that is propageted as part of the model forecast. In this case the model state
is augmented with the model errors that are updated as part of the Kalman fil-
ter update scheme. In forecast mode, the model errors at the time of forecast
are phased out according to the exponential decay defined by the auto-
regressive process.

6.3  Constant weighting function

In the constant weighting function method the gain functions in the update
equation (6.4) are assumed to be constant. Three different gain functions are
assumed, respectively, a constant (g4), a triangular (g,), and a mixed expo-
nential (g3) distribution

9,(8) = A, Eys<E<Eps

A ‘i—_ius Lus<E<&yp
Eup—¢
9,(8) = EoomE
A% Emp<&<&ps
-DS MP (614)
- g = &il‘:i ‘iis Sus<E<&up
;(8) = Acxp( 2(1/%)2) -
E—Eup
Eup<E<&ps
Eps—Emp
where

g(&) is the gain value at the river chainage &.

Eus is the upstream bound for the gain function.
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&ps is the downstream bound for the gain function.

Eup is the measurement point.

A is the gain amplitude.

Figure 6.1 Definition of gain function for a measurement (update) location.Note
that updates cannot take place across river junctions.

The definition of the gain function is illustrated in Figure 6.1. The amplitude
should reflect the confidence of the observation as compared to the model
forecast; that is, if A = 1 the measurement is assumed to be perfect, whereas
for smaller A less emphasis is put on the measurement as compared to the
model forecast. The distribution and the bounds of the gain function should
reflect the correlation between the model forecast error at the measurement
location and the errors at nearby grid points.

The procedure updates the parts of the state vector that correspond to the
measurement variable (e.g. if water levels are measured the water level grid
points are updated) using the sequential algorithm in Eq. (6.4). The other
parts of the state vector are implicitly updated according to the numerical
scheme in the next time step.

6.3.1  Error forecast modelling

The filtering procedure described above can be applied to update the state of
the river system up to the time of forecast (or as long as measurements are
available). This updated state can then be used as initial conditions for a
model forecast. In this case, however, the forecast skills of the model will be



limited to a time horizon where the initial conditions are washed out. To keep
the model on the "right track" for a longer period the filtering procedure is
here combined with error forecasts at the measurement points.

4 State variable Model prediction 4 4 |nnov ation
A Measurement M
Updated 3
. . . ¢
Y * »* .
i -
Y
[ ] Tirne in fitering period Time in fittering period
4 |nnov ation fore cast 4 Statevariable Model prediction 4
Hypothetical measurement /4
Updated 3
»
. )
»
.
.
Tirne inforecasting period - Tirne inforecasting period
Figure 6.2 lllustration of the combined filtering and error forecast procedure.

The principle of this combined approach is illustrated in Figure 6.2. At each
update time step in the filtering period (prior to the time of forecast), the
model innovation is acquired at all update locations. For each update location
this gives rise to a time series of innovations that covers the filtering period up
to the time of forecast (or the time of the last measurement). At the end of the
filtering period, an error forecast model defined at each update location is
then used to propagate the innovation in the forecasting period and update
the affected state variables accordingly using the filtering algorithm in Eq.
(6.4).

The error forecast model can be defined as a general linear or non-linear
model with a one-step ahead prediction that depends on the previous innova-
tions (.1, €x-2, ---), the forecasted model state at the present time step (xi),
the previous updated model states (x;_,.x;_»....), and the present and previ-
ous model forcings (uy, Uy.1, -..)

fa a
Ep = f(8k7I,Skfz,...,Xk,kal,kaz,...,Uk,ka1,...) (615)

Equation (6.15) is used recursively by substituting observed innovations with
forecasted values.
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In the implementation, an equation parser is used that facilitates an easy and
flexible definition of error forecast models such as auto-regressive, moving
average models or other linear or non-linear functional forms based on com-
mon mathematical operators. Thus, it is possible to define a wide range of
error forecast models tailored to the local nature of the model error at each
update location.

In order to ensure a fast, accurate and objective derivation of the error fore-
cast models, fully automatic parameter estimation techniques have been
incorporated. On the basis of a user-defined time window in the filtering
period prior to the time of forecast, the parameters of the error forecast model
are estimated. The error forecast models are updated when a new forecast is
to be issued using time series of the most recent innovations. This allows the
error forecast models to adapt from one forecast to the next to the physical
conditions prevailing at the time of forecast without any need for calibration or
user intervention in general. In the case of a linear error forecast model, the
model parameters are estimated using least squares regression techniques,
whereas the shuffled complex evolution (SCE) algorithm (Duan et al. /67/) is
applied for the parameter optimisation in the case of a non-linear model.
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Manual format

A.1 Scientific Background

This manual forms an appendix to the MIKE 11 HD Reference Manual.

A.1.1 Manual format

A

Detailed theoretical descriptions of the following headings are given in this
appendix.

Powering Water Decisions

Area Preserving Slot (p. 395)

Culverts, Q-h Relations Calculated (p. 397)
DELTA Coefficient (p. 405)

The Double Sweep Algorithm (p. 407)

2-D Mapping, Interpolation Routine (p. 417)
Modified Diffusive Wave Approximation (p. 423)
Saint Venant Equations (p. 425)

Solution Scheme (p. 429)

Structures (p. 435)

User Defined Structure (p. 459)
Nomenclature (p. 475)
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A.2 Area Preserving Slot

During low flow conditions (the local water depth is less than DELH) a slot is
introduced into the computations. The slot starts DELH over the bottom and
extends 5-DELH below.

There are two different alternatives for the description of the slot.
The classical description is given by

_ JZ+5Ah
B=*~~—8B,
J6Ah

(A.2.1)

where z is the level with respect to the bed level (lowest point).

As an alternative the slot may given a geometry such that the cross sectional
area varies continuously across the level at which the slot is introduced (see
Fig A.2.1).

‘z
Ba
< ~
T -
AR N $Ah
L] = '
6Ah
A4

Fig A.2.1 The geometry of the area preserving slot



Area Preserving Slot

The slot is chosen so that the width B of the channel is given by the following
expression

B,(Ah-2z,)

Ah(z,+ 5Ah)
B,z,

“Ah(z,- Ah)

(z+5Ah) for -5Ah<z<z,

B = (A2.2)

(z-Ah)+ B, for z,<z<Ah

where

A,is the cross sectional area Ah above the bottom
B,is the channel width at the same level.
Ahis the user defined DELH.

and

_ 2A,
z, = Ah- 75; (A.2.3)

The choice of slot description is set in the MIKE11.ini file through the variable
AREA PRESERVING_SLOT. The default setting is the classical description
e.g. (A.2.1).

396 MIKE 11 - © DHI A/S



Loss coefficients i ;

A.3 Culverts, Q-h Relations Calculated

A.3.1 Loss coefficients

The contraction, expansion, friction and bend loss coefficients and the critical
flow correction coefficient are described as follows.

A.3.1.1 Entrance loss
The contraction loss coefficient, {4, is a function of the inflow loss coefficient,

Cin» the culvert inflow cross-section area, A, , and the inflow river cross-sec-
tion area, A4, see section A.10 Structures (p 435) Typically, ¢;, is set to 0.5.

S
i = Cm(l - A—I‘j (A.3.1)
A.3.1.2 Expansion loss
The expansion loss coefficient, {,, is a function of the outflow loss coefficient,
Cout, Specified in the Network editor — structures — culverts in the Head Loss
Factor Box, the culvert outflow cross-section area, A , and the outflow river

cross-section area, A,, see section A.10 Structures (p 435) Typically Coyt is
set to 1.0.

2
¢ aout{ Aﬂ (A32)

A.3.1.3 Friction loss

The friction loss coefficient is calculated using the Manning formula, i.e.:

_ szn2
¢ = (A.3.3)
R4/3

where, L is the culvert length, n is Manning's coefficient and R is the mean
hydraulic radius along the culvert. The Manning's n value depends on the
interior surface of the culvert. Tables of values can be found in open channel
or closed conduit hydraulics references such as Chow (1959), /6/ and Hen-
derson (1966), /11/. For a concrete culvert n would typically range from 0.011
to 0.017.
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A.3.1.4 Bend and other losses

The bend loss coefficient, {;, is provided for situations where head losses
other than from the above occur, for example bends, damaged culverts,
trapped debris. The head loss due to {; is defined in the total head loss given
below. For straight culverts in good condition a value of zero would apply.

A.3.1.5 Total head loss through culvert

The total head loss, AH,,ss, through the culvert is given by

N Qf[g+cf+cb+_cij
0SS P ) 3
29 As1 A A

Sa Sy

(A3.4)

where, Asa is the mean cross-section area along the length of the culvert,
and Q is the discharge.

A.3.1.6 Critical flow correction factor

The critical and orifice flows are multiplied by the critical flow correction factor,
o, specified in the Network editor — structures — culverts in the Head Loss
Factor Box as the Free Overflow Head Loss Factor. Refer to section 1.34
Steady State Energy Equation (p. 162), for more details. Typically a value of
1.0 is used.

A.3.2 Momentum equation coefficients

A.3.2.1 Zero flow

The momentum equation coefficients, see section A.9 Solution Scheme
(p. 429), in the case of zero flow are:

a=0B=1,7y=038=0 (A.3.5)

A.3.2.2 Upstream controlled flow

For upstream controlled flow the coefficients are the same as that described
for Structures (p. 435).
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Critical inflow or outflow )

A.3.2.3 Downstream controlled flow

The equations for downstream controlled flow through a culvert are an exten-
sion of those described in Structures (p. 435). The momentum equation coef-
ficients are calculated as follows:

NN S

L= A_§_1+ Aﬁa Aﬁz A?+A§ (A.3.63)

C, = h,—h, (A.3.6b)

C, = sign(C,) _29 (A.3.6c)
Cal Co

giving the matrix coefficients at the culvert as:

o=-C,pB=1y=C,0=0 (A.3.7)

A.3.3 Ciritical inflow or outflow

In the case of either inflow or outflow being critical the discharge, Q, for a
given critical depth is calculated as:

A
Qe = oA l9=F (A.3.8)

where, A; is the critical flow area and T is the flow width at the water surface.

A.3.4 Ciritical inflow

Critical flow at the inflow to the culvert occurs when the culvert slope, Sy,
exceeds the critical flow slope, S, as defined by:

Ziny, — Z; Q.n \?
Sy = —4 "™ and S, = (ﬁj (A3.9)
L ACRC
where, z and z;,,, are the inflow and outflow invert levels of the culvert,

~inv, inv, . L
and R, is the hydraulic radius at critical flow.

For the calculation of h4, the inflow water depth is taken as the critical depth.
The friction losses and bend losses have no effect on the discharge for this
flow condition.
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A.3.5 Ciritical outflow

Critical flow at the outflow to the culvert occurs when S is less than S.

Before the calculation of hy can proceed it is necessary to determine the
inflow water depth. A standard backwater analysis using a fine increment in
water depth is used starting with the critical flow depth at the outflow end and
working upstream. The bend losses, if any, are applied at the mid-point along
the length of the culvert.

In the situation of the culvert section becoming full (i.e., submerged inflow),
the friction slope becomes constant and the backwater analysis adjusts
accordingly.

The upstream water level is calculated based on the inflow water depth in the
culvert using the iteration procedure described in section 1.12 Culverts, Q-h
Relations Calculation (p. 817).

A.3.6 Oirifice flow at inflow

Orifice flow occurs in short or steep culverts (Figure 1.23(e)). Culverts in
which this flow condition occurs are sometimes referred to as "hydraulically
short" (/6/). The flow is similar to that which occurs under a sluice gate. The
discharge is calculated by:

Q) = aCoAn,29(H, *val) (A.3.10)

where, C is the coefficient of discharge, H, is the inflow energy head in the
river, Ziny, is the inflow invert level, and Ay, is the full cross-section area of
the culvert.

The facility to manually specify Cy as a function of y4/D (y1=h1—z,-m,] and D =
culvert depth) has been provided in the network editor — structures — cul-
verts — Flow conditions under the Orifice Flow Conditions Tab. It is antici-
pated that this will be unnecessary in the majority of cases as a default is
provided (discussed below). However, it does provide the flexibility to model a
"hydraulically short" culvert, or a sluice gate (zero length) in detail if sufficient
information on the discharge coefficient is available. Carter (1957), /5/ pro-
vides a detailed analysis and tables of discharge coefficients for orifice flow
and other flow conditions.

If no values for Cy are specified, a value of 0.65 at a y4/D of 5.0 is adopted.
When y,4/D is greater than 5.0, Cy remains constant at 0.65, while below 5.0 a
linear interpolation is made with the Cgy value calculated automatically as
described in the following.

A value for Cy is automatically calculated at the point of inflow submergence if
the flow condition is inflow critical. This allows a smooth transition to occur



Full culvert flow with free outflow )

between the two flow conditions. The point of inflow submergence is nomi-
nally adopted as 95% of the full culvert flow area. The C, value calculated is
shown in the first row of the Cy versus y/D tables.

A.3.7 Full culvert flow with free outflow

The complement to orifice flow at the inflow is when the culvert is defined as
"hydraulically long", i.e., the culvert is flowing full with a free outflow
(Figure 1.23 (f)). In this case the discharge, Q, is calculated using:

ZQ(H obv )

full m (A.3.11)

Q, =

where, H, is the inflow energy head level in the river and Zobv, is the outflow
obvert (soffit) level (i.e. invert plus culvert depth).

The outflow energy head level in the above equation has been set to that at
the outflow obvert by assuming atmospheric pressure occurs there. This
assumption is compatible with the critical outflow flow condition at the point of
the outflow becoming submerged as the discharge equations are the same if
o is equal to 1.0. This is important for the transition between upstream and
downstream controlled flow conditions as discussed later.

A.3.8 Downstream controlled flow (submerged flow)

In the case of a downstream controlled flow the computation is complicated
because of the influence of all three cross-sectional areas along the culvert,
A, , A, and A, , and the mean hydraulic radius, R. The situation is further
comphcated in the case where the culvert outflow is close to critical flow con-
ditions as the water surface profile through the culvert in these conditions is
very non-linear.

A.3.9 Partially full inflow and outflow
An iteration procedure is used to determine A, , A, , A, and R. The itera-

tion is made on the water levels in the culvert at the upstrzeam and down-
stream ends, Equations (A.3.12a) and (A.3.12b), from which A 5, and Ag s, are
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calculated. For A, and R, a linear interpolation of the water level at the cul-
vert mid-point is |n|t|ally used.

h = - U EDH —Hy)

. ! (A.3.12a)
CaSAS1
he, - Hz_(l sz)(H;sz) (A.3.12b)
CasAsz
where
c, - C;zl L Gt Gp) 2f—lb) sz (A.3.13)
ASl Asa ASz

hg and hg_are the water levels in the culvert at the inflow and outflow ends,
wh|Ie H,4 and H, are the inflow and outflow energy head levels in the river.

Modelled Profile

Linear Profile Criical Depth

Fig A.3.2 Modelled water surface profile when profile is very non-linear

When the outflow is close to a critical flow state the water surface profile is
highly non-linear, and the friction losses calculated from a linear interpolation
will be too high (Fig A.3.2). To overcome this problem without using a compu-
tationally intensive backwater analysis in each iteration, a comparison is
made with the friction losses calculated from the backwater analysis for criti-

cal outflow, see above. In the case of the losses from the backwater analysis
being lower, C, is calculated as:
S

2
c, - Z_fg(Hl_hc___ch +C_22 (A3.14)
S Qg 29A) A

S



Submerged inflow and partially full outflow ;

where, the subscript ; refers to the critical flow conditions based on h4. This
also ensures a smooth transition between the outflow critical condition and
submerged flow providing (s is less than or equal to 1.0.

The iteration procedure typically takes two to three iterations to converge. If
the upstream and downstream water levels are changing rapidly more itera-
tions are usually necessary with the number rarely exceeding ten. The maxi-
mum number of iterations is controlled by the Inter1Max variable which can

be edited in the HD parameter editor —Default values.

A.3.10 Submerged inflow and partially full outflow

This flow condition typically occurs when the culvert slope is adverse to the
water surface slope as shown in Figure 1.23(h).

”

The iteration procedure described in “Partially full inflow and outflow (p. 401)
above is used except that the mean cross-section area is adjusted according
to:

L L

At As,

5 (A.3.15)

where, Ly, is the length of the culvert which is following full and L is the total
length.

A similar adjustment is made to the mean hydraulic radius.

A.3.11 Partially full inflow and submerged outflow

This flow condition occurs in sloping culverts as illustrated in Figure 1.23(i). A
similar procedure to that described in “Submerged inflow and partially full out-
flow” above is used.

A.3.12 Fully submerged
Where the culvert is fully submerged (Figure 1.23(j)) the cross-sectional

areas and hydraulic radius are equal to those when the culvert is full.

A.3.13 Transition between upstream and downstream control

Whether the flow is upstream or downstream controlled is best based on a
single criteria. Using a single criteria is preferable for stability reasons and for
a smooth transition between flow conditions.

Analysis of the formulations described above, assuming that {; is less than or
equal to 1.0, gives the following conclusions:

Powering Water Decisions 403



e inthe case of either inflow or outflow being critical, then if H, is below the
critical water level, h,, the flow will be critical. If H, is greater than h; then
the flow can be either critical or downstream controlled. The level at
which the flow becomes downstream controlled is dependent on the
magnitude of {,. If {5 is equal to 1.0 the change to or from submerged
flow will be at H, equal to h.. For {5 less than 1.0, which is normally the
case, downstream controlled flow will occur at some point above h,.

o similarly, the same scenario can be shown to occur for full culvert flow
and orifice flow versus fully submerged flow where h; is taken as the out-
flow obvert (invert plus culvert depth).

This leads to the following criteria for selecting between upstream and down-
stream flow controls:

o if Hy is less than either h, at outflow (critical inflow or outflow) or the
downstream obvert (orifice or full culvert flow) then the flow is upstream
controlled, otherwise the flow condition which gives the lower discharge
is selected

In the case of critical inflow, H, should be taken as that immediately past the
point of critical flow (i.e., at the inflow to the culvert). However, for culverts of
non-zero length and/or non-zero bend loss, the energy head losses through
the culvert are not known and the more conservative approach of using h; at
the outflow must be taken. A similar situation applies in the case of orifice
flow.



Transition between upstream and downstream control ;

A.4 DELTA Coefficient

A forward centring of the 6h/dx term in the numerical scheme has a dissipa-
tive influence which can be demonstrated using the Taylor-series. The for-
ward centring is automatically introduced in MIKE 11 when the flow becomes
supercritical in that particular channel section. Additionally, the centring can
be specified by the user for sub-critical flows through the centring coefficient
DELTA (0.5 <3< 1).

Introducing the & value into the terms gives:

n+1 n+1 n n
oh _ 5’%1 —hi +(1- )fb_hu (A4.1)
Ox A2X A2X

Using a Taylor series up to the third derivative, these terms become:

n+1 n+1
M —hi _i{h , 1A2xoh 1 (Azx)ah

A2X A2X 112 ox 21\ 2

ox’
. l(@fﬂ 1 A2xdh (A2x) 25°h
2 ox’

31
+1
+l(A2x)363_h T _g[on, 2xe’h
32 ) o0 ox 24
ox” | ox’

o T2 ax 2 (A4.2)

Similarly for the last term:

(1 —S)L
24 57 |

h; oh , (A2x)28°h
o (1- 5)[ } (A4.3)
]

In this way the formulation of 6h/0x in (A.4.1) becomes (again using a Taylor
series):

Vs
oh {6h 1At | ( 2 o°h }'”
= 8 2

ox ox 112 axat 21 oxol
2 A3 n+'%
+(1-5) 2 6h lAt@ h n '( 0 h2 (A4.4)
6X 1'26X6t 21\ 2 8X5tj
n+%

_ oh

12 2
FAa (26— l)g% + higher order terms

which represents the dissipative effect, when 8>0.5, as the last term becomes
positive.
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Branch matrix )

A.5 The Double Sweep Algorithm

A.5.1 Branch matrix

In a grid point the relationship between the variable Z; (either water level h; or
discharge Q)) in the point itself and in the neighbouring points is expressed
using a linear equation as follows:

n+1 n+1 n+1 _

(A5.1)
The lower index in equation (A.5.1) (and the following equations) indicates
the location along the branch and the upper index (if any) indicates the time
step. The coefficients o, B, y and & in equation (A.5.1) are in h-points calcu-
lated using the finite difference approximation to the continuity equation and
in the Q-points using the finite difference approximation to the momentum
equation (or in case there is a structure in the Q-point using the actual struc-
ture algorithm). Section A.9 Solution Scheme (p. 429) gives more details on
the finite difference approximation to the Saint Venant equations.

In all grid points along a branch equation (A.5.1) is set up. Assume a branch
with n grid points; n is an odd number, as the first and the last grid point in a
branch always are h-points. This gives n linear equations with n+2 unknowns.
The extra two unknowns come from the equations set up in the first and the
last h-point, where respectively Z;1 and Z;4 becomes the water level in the
node to which the upstream end and the downstream end of the branch is
connected. The following shows the n linear equations:

a1H:;1 iy Blh:m i “."1Q;+1 = &
azh:m + BZQ;H + '."Zh;Jf‘l = §,
O‘aQ;d an "."3Q:1M = 9
0'-4hg+l + B4Q:‘l + "f4hg+1 = d,
o8 L + ) (A5.2)

Bshs” 1,Q5" =

TR

n+1 n+1 N n+1 —
an—QQn—B i Bn—th—z fn—2Qn4 E 8n—2
n+1 n+1 n+1 o
DLn—1hn—2 + nang Yn—ihn - an—l

n+i n+1 . n+i il
anQn—l t Bnhn t ands G 8n

+

H,s in the first equations and Hgs in the last equation is the water level in the
upstream and downstream node respectively. In MIKE 11 water level compat-
ibility applies in the nodes, i.e. the water level in the first point in a branch
equals the water level in the node to which the upstream end of the branch is
connected. In other words h4=H . This implies that a.y =-1, 31 =1, y1 =0 and
84 = 0. Similar in the last grid point h,=H,s and therefore o, =0, B, =1, y,=-1
and 3, =0.
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The Double Sweep Algorithm

If we were dealing with a one-branch system with a water level boundary at
each end, then H 5 and H;s would be known. There would be only n
unknowns left in the n equations, and these would be ready to solve using
standard elimination technique. However as MIKE 11 handles several
branches, another method has to be applied. To explain this the above n
equations are shown in matrix form in equation (A.5.3).

o By §
% B o 5,
% B o1 5
o By v 5
as B v &
- (A.5.3)
%o B e 5,2
O Bht Yot o
L % B ow &)

Using standard elimination technique the matrix in equation (A.5.3) can be
transformed to the matrix in equation (A.5.4).

a, 1 b, C,
a, 1 b, ¢,
a, 1 b, ¢,
a, 1 b, «¢,
a, 1 b, ¢,
(A5.4)
an 2 1 bn 2 Cn 2
a, 1 b,y Cns
a, 1 b, ¢,

From the matrix (A.5.4) it can be seen that in any grid point the variable Z
(water level or discharge) is expressed as a function of the water level in the
upstream and downstream node:

n+1 _ n+1 n+1
Z;  =cj—aH,; —bHys

] ] us

(A.5.5)
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Node matrix

A

However, as MIKE 11 operates with branches divided by nodes at external
boundary points and at internal branch connections, it is necessary to know
the water levels in all nodes before the matrix in (A.5.4) can be solved
according to equation (A.5.5).

A.5.2 Node matrix

In nodes a continuity equation covering the surrounding h- and Q-points is set
up:

@ Water level in node

. o River bank
h Water level in point j in
0 branchx e Center line
Discharge in point j i . .
(8231 5 nl\p,'e npomtyin Branch B - Limit for cont.
® branch X

equation

Branch A

—_— Direction of
positive flow

Branch C

Fig A.5.3 Three-branch node with limit for continuity equation.

Fig A.5.3 gives a close look at the grid points surrounding a node. The finite
difference approximation of the continuity equation around the node is given
by:

n+1 n
%Aﬁ = Q;”/l,Q’g’/z (A.5.6)
Hn+1_Hn 1
:TAﬂ = E(Qf\,nq +Qg,n71_Q,C7:,2)

1, ~n+1 n+1 n+1
+§(QA,n—l +Qgn1-Qcr)
where
Q, Sum of inflows

Qo Sum of outflows

At Time step
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In equation (A.5.6) Qa,n.1, Qg .1 and Q¢ at time level n+1 can be substituted
according to equation (A.5.5), and the following equation is achieved:

,_In+1_Hn

1
IN; Ay = E(Q,Z* Qz- QD)

1 n+1 n+1
+=(c —-a H -b H

2( A n-1 An-1""A us A,n—1 (A.5.7)

n+1 n+1

+CB,n—I _aB,n—IHB,us_bB,n—lH

n+1 n+1

tCco—ac,H  —bcHe gs)

where
HWater level in the actual node
Ha,usWater level in the node in the upstream end of branch A
Hp ysWater level in the node in the upstream end of branch B
Hc qsWater level in the node in the upstream end of branch B

An equation similar to (A.5.7) is set up in each node, giving N equations with
N unknowns (N is the number of nodes). In these equations the water level in
each node becomes a linear function of the water level in the nodes to which
the node is directly connected. Assume a configuration of branches as in

Fig A.5.4.

Fig A.5.4 River network with 9 branches and 8 nodes.

In the branch configuration as in Fig A.5.4 eight nodal continuity equations
are set up. Fig A.5.5 shows the matrix with x indicating coefficients that are
different from zero.



1 | 4 * e X i
2 ER B -~ X
3 ‘ % ¥ K T X ‘
4 ‘ % X X X ™~ ‘
5 % % % % X
G ‘ ™~ X % X b ‘
7 | - |

i K % % % X %]
g ! . % % %o

Fig A.5.5 Node matrix for the network in Fig A.5.4 before bandwidth minimisa-

tion (RS is the right hand side coefficients).

From the matrix in Fig A.5.5 it can for instance be seen that in node 4 (row 4
in the matrix) the continuity equation (in the form of equation (A.5.7))
becomes a function of the water level in node 1, 4, 5 and 6.

The matrix in Fig A.5.5 can be solved using the standard method of Gaussian
elimination, and thus the water level in the nodes at time step n+1 is known.
Hereafter the water levels and discharges along the branches are calculated
using equation (A.5.5).

A.5.3 Bandwidth minimisation

The bandwidth of the matrix in Fig A.5.5 as indicated by the dashed line, is a
function of the order in which the nodal points are defined. The bandwidth of
the matrix in Fig A.5.5 is equal to 5. The total amount of computational time
will increase with increasing bandwidth. In order to minimise the computa-
tional work and thus increase the computational speed a routine has been
developed which automatically minimises the bandwidth by internal re-order-
ing of the nodal points. By re-ordering the above matrix the bandwidth can be
reduced from 5 to 4 as shown in Fig A.5.6:



Fig A.5.6 Node matrix for the network in figure 6 after bandwidth minimisation.

%
oy /i b71&.
i
haes
J
Fig A.5.7 River network with 273 nodes.

Once minimised the matrix is solved as previously explained. Using a band-
width minimising routine becomes increasingly important as the number of
nodes increases. Fig A.5.7 shows a more complex river network, and

Fig A.5.8 and Fig A.5.9 shows the node matrix before and after the minimisa-
tion.



Fig A.5.8 Branch matrix for the network in Fig A.5.7 before bandwidth minimi-
sation.

Fig A.5.9 Branch matrix for the network in Fig A.5.7 after bandwidth minimisa-
tion.

A.5.4 Boundaries

In MIKE 11 the following three types of boundary conditions can be applied:

e Water level as a function of time



The Double Sweep Algorithm

o Discharge as a function of time

o A tabulated relation between water level and discharge (Q/h boundary)

Each of the boundary types is taken into account by using a different node
equation.

A.5.4.1 Water level as a function of time.

In this case the water level in the node at time step n+1 sim]ply becomes the
value of the user-specified boundary at time step n+1 (Hzgunda,y) i.e.inthe
relevant equation (or row) in the node matrix only the diagonal and the right

han+dI side coefficient are different from zero, and equals respectively 1 and
n

Hboundary'

A.5.4.2 Discharge as function of time.

414

© Limit for continuity equation

(@d! ______ - % Discharge boundary
Oy H —"—___

Fig A.5.10 River branch with discharge boundary.

In this case a local continuity equation covering the area indicated in
Fig A.5.10 is set up. Equation (A.5.6) becomes:

H'™ ' H" 1 1 1 1

i An = 5(QQ) 5@ - (A5.8)
In equation (A.5.8) Q, at time step n+1 is substituted with equation (A.5.5)
and equation (A.5.9) is achieved.

Hn+]—Hn _ 1 n n 1 n+1 n+1 n+1
A—tAf, = E(Qb_Qz) + E(Qb —cyta,H +bHys ) (A.5.9)
Equation (A.5.9) is similar to equation (A.5.7) and the coefficients in the rele-

vant row in the node matrix can be calculated by re-arranging equation
(A.5.9).
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A.5.4.3 Q/h boundary

In this case the user specifies a tabulated relation between h and Q. A conti-
nuity equation is set up at the boundary in the same way as for a discharge
boundary. The discharge at the boundary Q, is expressed as a function of the
water level in the node using the tabulated relation. This is done as follows:

The index i is found such that H,,, ; < H" < H,;+1 » @nd the ratio a is calculated
according to equation (A.5.10).

Qtab,iﬂ B Qtab,i

A.5.10
T o ( )

a:

tab,i+1 — ' "tab,i

Using linear interpolation between the tabulated values of water levels and
discharge equations (A.5.11) and (A.5.12) can be achieved:

Q' = QupitaH™ ' —Hy) (A5.11)

Qp = Qupita(H" ~Hyp,) (A5.12)

Equations (A.5.11) and (A.5.12) are substituted into equation (A.5.8) and
equation (A.5.13) is achieved:

Hn+1_Hn

1
7 A = 5(Queita(H" = Hip)-Q2) (A5.13)

- %(Qtab,i +a(H""' - Hipi) = Q" h

Equation (A.5.13) is similar to equation (A.5.7) and the coefficients in the rel-
evant row in the node matrix can be calculated by re-arranging equation
(A.5.13).
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A.6 2-D Mapping, Interpolation Routine

Outlined below is the interpolation routine used in MIKE 11 to generate the
various two-dimensional maps.

A.6.1 Mapping

The mapping of water levels, water depths, velocities and advection disper-
sion components from the one-dimensional results to two-dimensional maps
are done internally in MIKE 11 through a couple of steps:

o Interpolation of cross sections at all digitised points and all interpolated
water level grid points.

o Linear interpolation of results from the numerical grid to the interpolated
cross sections.

e Spatial interpolation of the bed level from the cross sections to all inter-
mediate cells in the two-dimensional grid within the river bed.

o Determination of the velocity profile at all cross sections based on con-
veyance distribution.

e Spatial interpolation of the required results from the cross sections to all
intermediate cells in the two-dimensional grid within the river bed.

A.6.1.1 Interpolation of cross sections at digitised points

A number of cross sections need to be interpolated for each reach of the
river. Below is illustrated a digitised river section. The circles illustrate the dig-
itised points. The cross sections are shown as the full drawn lines.

| e
O———F—0_ _—
| ~_ T_—*O/ \
| ~o" |
Fig A.6.11 A close up of a digitised network with the cross sections illustrated.

The digitised points are shown as circles.

This reach is from MIKE 11’s point of view seen as a straight line with cross
sections perpendicular to the river centre line as illustrated in Fig A.6.12.
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FigA.6.12 Digitised reach from MIKE 11’s point of view only considering
everything referenced according to the chainage. The dashed lines are
the additionally required cross sections (interpolated).

At every digitised point the river may have a kink. The interpolation of the
water depth is greatly simplified if the river and flood way may be divided into
4 sided polygons. This may be achieved by securing that cross sections are
available at every digitised point. The resulting network consists of straight
line segments with a cross section at each end. The interpolation routine
used for the cross sections is identical to the one found in the cross section
editor. At end points without a cross section the nearest upstream or down-
stream cross section is reused. The latter is equivalent to the approach used
internally in the numerical engine of MIKE 11.

A.6.1.2 Linear interpolation of results from the numerical grid

Water levels, discharges and concentrations at the interpolated cross sec-
tions are simply found through linear interpolation of the values from the two
nearest water level grid points. The interpolation in this step is solely based
on the chainage.

A.6.1.3 Spatial interpolation of the bed level from the cross sections

At this point the branch consists of a number of segments with a cross sec-
tion at each end. Such a segment is termed a mapping box. For each of
these mapping boxes a local coordinate/mapping system may be introduced
as illustrated in Fig A.6.13. Note that the mapping is one to one and thus has
an inverse. The linear interpolation of values may now be carried out on the
rectangular mapping box and then pulled back to the mapping box in the
MIKE 11 representation. From here the results may be transferred back to the
original geo-referenced mapping box provided that the two cross sections
defining the the flood box do not intersect as illustrated in Fig A.6.14.
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- —.—— 1 F Y
chainage
-1
Fig A.6.13 Local mapping from MIKE 11’s representation of a mapping box to a

coordinate system (u,v). The box on the right has a unit length and
twice the height. The centre line from the left is mapped onto the line
v=0. The extent of the cross sections of the mapping box on the left is
defined by the markers 1,2 and 3.

ignored

chainage

cross gection

cross gection

Fig A.6.14 Mapping box with intersecting cross sections. In such a case the
illustrated part is ignored in the interpolation routine.

The bed level s is well defined at all the cross sections. The bed level at a set
of coordinates (u,v) is defined as

s(u,v) = (u-1)-s(0,v)+u-s(l,v) (A.6.1)

Using the mapping back to the original system one can hereby obtain the bed
level at all intermediate points.



) 2-D Mapping, Interpolation Routine

A.6.1.4 Determination of the velocity profile at all cross sections

The velocity distribution in a cross section is assumed to be uniform over the
depth and vary as the conveyance in the cross section in the transversal
direction.

The total conveyance K is in this context defined as

B
K = jhdex (A6.2)
0

Where h is the local water depth, B the water surface width and M is Man-
ning’s resistance number. Both the water depth and the resistance are func-
tions of the transversal direction x. In the above a Manning’s formulation is
used for the resistance, but the approach is similar if a Chezy description is
used for the resistance. The 5/3 is then substituted with 3/2 and M is replaced
by the Chezy number C.

The velocity for a particular point in a cross section is defined by

v(x. t) = %M- 3 (A6.3)

Hereby a value for the velocity can be found at every point in the cross sec-
tion and the velocity at intermediate points are found through an interpolation
similar to eq. (A.6.1).

A.6.1.5 Spatial interpolation of the required results from the cross sections

The spatial interpolation of results depends on the type of result:

o« Water levels and concentrations are simply interpolated based on the
chainage and are only shown if the water level is above the local bed
level.

o The water depth is determined as the water level minus the bed level and
will only be displayed if the value is positive.

o The velocity is interpolated similar to the bed level and is only shown if
the local water depth is positive.

A.6.2 Generation of a Digital Elevation Model (DEM)
The generation of a digital Elevation Model (DEM) in MIKE 11 is done by

determining the bed level at all the grid cells lying within a mapping box. If a
cell lies in multiple mapping boxes then the average is used for the bed level.

420 MIKE 11 - © DHI A/S



Generation of a Digital Elevation Model (DEM) ;

The generation of a DEM may be augmented with one or more background
DEMs. If this is the case the user supplied DEM will be applied in the grid
cells where no mapping boxes are present.

If multiple DEMs are used the DEMs are ranked and the DEM with the high-
est rank containing data in the particular cell is used.

Finally the DEM generation allows user supplied topographical information to
be used inside the mapping boxes. In this case the bed level determined
through the cross sectional interpolation is overridden by the user supplied
topographical values.
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A.7 Modified Diffusive Wave Approximation

The diffusive wave approximation can be written for example for the case of
Chezy roughness as:

Q = ACR'*s'? (A.7.1)

where, S is the slope of the water surface. This equation is linearized through
the following approximations:

Q" Q" (38_2(hn+ L hn+‘/z) (A.7.2)

Expressions are now sought for:

0Q _ 0Q0A , 9QOR  0QaS _09QoA , 0QoR
oh _ 0Adh 0Roh  0Soh~ 0Aoh  oRoh (A7.3)

From the basic equation we have:

0Q _ CR2S"? and 0A _ b

aa AT4
0A oh y ( )

o0Q _ oS 1
55 - ACJ; dah v (A.7.5)

Inserting this in the above linearized expression gives:

Q"' =qQ"" (CA/ Sh +—AC[ (h”+l iy (A.7.6)
giving:

nel _ ntn, (BAXS  INAC R, n+1  nvn

Q =Q +(T+§)Ax«/g(h -h"") (A.7.7)
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A.8 Saint Venant Equations

MIKE 11 applied with the fully dynamic descriptions solves the vertically inte-
grated equations of conservation of volume and momentum (the ‘Saint
Venant’ equations), which are derived on the basis of the following assump-
tions:

o the water is incompressible and homogeneous, i.e. without significant
variations in density
o the bottom slope is small

o the wave lengths are large compared to the water-depth. This ensures
that the flow everywhere can be regarded as having a direction parallel
to the bottom, i.e. vertical acceleration can be neglected and a hydro-
static pressure variation along the vertical can be assumed

o the flow is sub-critical

For a rectangular cross-section with a horizontal bottom and a constant width,
the conservation of mass and momentum can be expressed as follows (in the
first instance neglecting friction and lateral inflows):

Conservation of mass:

d(pHb) _ a(pHbu) (A.8.1)
ot ox

Conservation of momentum:

-2 1 2
- 6(a’pru +—png)
o(pHbY) _ 2 (A.8.2)
ot ox

where, p is the density, H the depth, b the width, u the average velocity along
the vertical and o’ the vertical velocity distribution coefficient.

Introducing the bottom slope, /,, and allowing for the channel width to vary
will give rise to two more terms in the momentum equation. These terms
describe the projections in the flow direction of the reactions of the bottom
and side-walls to the hydrostatic pressure.
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The momentum equation now becomes:

a(a'prZf + %pngz)

- 2
o(pHbu) _ _ obpgH~
= = + & BT —pgHbl, (A.8.3)
1 2
-2 8 _ng
_ _O0(a'pHbu) (2 )—ngbl
0x ox b

When the water level, h, is introduced into the relationship instead of water
depth:

ox

= (A.8.4)

and the equations are divided by p, the conservation laws of mass and
momentum become:

d(Hb) _  8(Hbu)

A8.5
ot ox ( )
— , -2
o(Hbu) _ _a(a'Hbu) 4y, 10h (A.8.6)
ot ox ox

These equations can be integrated to describe the flow through cross-sec-
tions of any shape when divided up into a series of rectangular cross sections
as shown in Fig A.8.15:
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Generation of a Digital Elevation Model (DEM) )

ko

Fig A.8.15 Cross-section divided into a series of rectangular channels

According to the previous assumptions, dh/dx is constant across the chan-
nel and no exchange of momentum occurs between the subchannels. If the
integrated cross sectional area is called A and the integrated discharge Q,
and B is the full width of the channel, then:

B

A= j Hdb (A.8.7)
0
B

Q = [Hudb = uA (A.8.8)

0

Integrating the mass and momentum conservation equations and introducing
Equations (A.8.7) and (A.8.8) yields:

0Q, A _ (A8.9)
ox ot

Qz
ol a—

GQ+ ( A)+gAQl2=

ot ox o0x

0 (A.8.10)
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Saint Venant Equations

Including the hydraulic resistance, e.g. using the Chezy description and the
lateral inflow; q into these equations leads to the basic equations used in
MIKE 11:

0Q , bA
0Q  0A _ A.8.11
ax ot ¢ ( !
Q2
ol a—
0Q, ( A)+ A@+Q?IQI -0 (A8.12)
ot ox X  C2AR
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A.9 Solution Scheme

The solution to the combined system of equations at each time step is per-
formed according to the procedure outlined below. The solution method is the
same for each model level (kinematic, diffusive, dynamic).

The transformation of Equations (A.8.11) and (A.8.12) in section A.8 Saint
Venant Equations (p. 425), to a set of implicit finite difference equations is
performed in a computational grid consisting of alternating Q- and h-points,
i.e. points where the discharge, Q and water level h, respectively, are com-
puted at each time step, see Fig A.9.16. The computational grid is generated
automatically by the model on the basis of the user requirements. Q-points
are always placed midway between neighbouring h-points, while the distance
between h-points may differ. The discharge will, as a rule, be defined as pos-
itive in the positive x-direction (increasing chainage).

Fig A.9.16 Channel section with computational grid

The adopted numerical scheme is a 6-point Abbott-scheme as shown in
Fig A.9.17.



Solution Scheme

, f TIMESTEP
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Fig A.9.17 Centred 6-point Abbott scheme

A.9.1 Continuity equation

430

In the continuity equation the storage width, b, is introduced as:

oh
%é; = bsa (A.9.1)
giving:

oh
%_SJF o5p = q (A.9.2)

As only Q has a derivative with respect to x, the equation can easily be cen-
tred at an h-point, see Fig A.9.18.
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Fig A.9.18 Centring of continuity equation in 6-point Abbott scheme

The derivatives in Equation (A.9.2) are expressed at the time level, n+'%, as
follows:

@' +aQl) @'+ )

oQ _ 2 2

ox A2X; (A.9.3)
AT pn

Q’l ~ (_.;._L) (A.9.4)

ot At

bs in Equation (A.9.2) is approximated by:
A . +A .

= Jei " Mojn (A.9.5)
Azxj
where:

A, jis the surface area between grid point j-1 and j
A, j+1is the surface area between grid point j and j+1
A2xjis the distance between point j-1 and j+1

Substituting for the derivatives in Equation (A.9.2) gives a formulation of the
following form:

n+1 n+1 n+1

Qi HBh QL =, (A.9.6)



) Solution Scheme

where, o, B and y are functions of b and & and, moreover, depend on Q and h
at time level n and Q on time level n+%%.

A.9.2 Momentum equation

The momentum equation is centred at Q-points as illustrated in Fig A.9.19.

| 22 ]

1 GRIDFOINT

Fig A.9.19 Centring of momentum equation in 6-point Abbott scheme

The derivatives of Equation (A.8.12) in section A.8 Saint Venant Equations
(p. 425), are expressed in the following way:

n+1 n
Q.9 -9 (A9.7)
ot At
2. 2_n+Y% 2_n+%

6(ag) [ag} - [ag}

AL L Adia Al (A.9.8)

ox A2X; e

(Wi +hl ) (AT
oh 2 2
ox A2X; (A.9.9)

J

For the quadratic term in (A.9.8), a special formulation is used to ensure the
correct sign for this term when the flow direction is changing during a time
step:

Q~0Q/"'Q' - (6- HQQ] (A.9.10)
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where, 0 can be specified by the user (THETA coefficient under the Default
values in the HD parameter editor) and by default is set to 1.0.

With all the derivatives substituted, the momentum equation can be written in
the following form:

ah! " +B,Q0 T +yhl = (A.9.11)
where,

B; = f(Q], At AX,C.A,R)

Yi = f(A)

8/ = f(Aﬁ AX: Atﬁ (X,, qa V, 99 h/n_ 1° Q/I?_Jr]l/zn ann hjn+ 1> Q/()J:rll/z)

To obtain a fully centred description of A;,4, these terms should be valid at
time level n+%2 which can only be fulfilled by using an iteration. For this rea-
son, the equations are solved by default two times at every time step, the first
iteration starting from the results of the previous time step, and the second
iteration using the centred values from this calculation. The number of itera-
tions can be changed using the NoITER coefficient.
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A.10 Structures

Some of the structure types described in section 1.34 Steady State Energy
Equation (p. 162) share the same mathematical treatment. These are:

e broadcrested weir, control structures (overflow and non surcharged
underflow structures), dambreak (crest flow and breach flow)
e special weir, Q = f(h)

Their Mathematical treatment is described below.

A.10.1 Mathematical treatment

The structure description combines a wide range of elements including weirs,
narrow cross sections, flood plains, etc. It is obtained by replacing the
momentum equation with an h-Q-h relationship, an h-Q relationship, or a Q
assignment.

The grid used to describe a structure consists of h-points at either side, and a
Q-point at the structure, see Fig A.10.20.

Qs and hg will be used in the following to describe the discharge and the
water level at the structure, respectively, i.e. at point j.

_//j/jZ/Z///////\/ /z/z//////z_/z_/_

!

80 B0 CHANIEL
~2 / /) j+2
////////////// DT

STRUCTURE
Fig A.10.20 Channel with structure and grid

Through numerical experiments, it has been found that the weir discharge
relation is best described at time level n+1. If the relation is centred at time
level n+'%, the product Q, Q,.+1, used for the description of the head loss at
the weir, may have the same magnitude for a large number of possible com-
binations of Q, and Q.4 values. In the centred mass equation, the average
value of Q, and Q.4 is used and oscillations introduced in the numerical pro-
cess are slightly, or not at all, damped.



Numerically, the description of a compatibility condition forward in time is very
convenient. Unlike the numerical description of partial differential equations,
no numerical damping of the physical processes is introduced in this way, as
the compatibility condition should hold at any point in time. The only error
introduced comes from the linearization of the quadratic relation at the new
time level.

The solution technique is to replace the coefficients in the general momentum

equation:

n+1 n+1 n+l _

(A.10.1)
with modified coefficients.
The evaluation of these coefficients is outlined in the following discussion.

The description generally used for flow through a structure is given by:

2

VS
AH = 70 (A.10.2)

where, AH is the energy head loss over the structure, { is a head loss coeffi-
cient and V; is the mean cross-sectional velocity at the structure.

In MIKE 11 HD the head loss is divided into inflow (contraction) and outflow
(expansion) components.

In the case of a sudden expansion the energy loss can be described as
(A.10.2) and as:

_ Ve-vy)
AH = f 29 (A.10.3)
Setting (A.10.2) equal to (A.10.3) gives:
Vi _ (st V2)2
g22—g = fT (A.10.4)

which can be reduced to:

C, = f(l_%)z (A10.5)

S



Mathematical treatment )

f, is equal to the user defined outflow head loss coefficient ((,,) and (A.10.5)
becomes equal to:

& = Coul 1- %)2 (A.10.6)

S

Equation (A.10.6) can also be written in the form:

_ QAg?
G = Cout(l “ADQ, (A.10.7)

Which in case of a single structure (Qs = Q,, see Fig A.10.21) is equal to:

AN2
G = Cout(l - A—:) (A.10.8)

For a parallel structure (A.10.7) cannot be reduced to (A.10.8) as (Q, = Q,)
consequently equation (A.10.6) can be applied instead.

A similar approach can be used for adjustment of inflow head loss:

G = Cm(l—é) (A.10.9)

N

where, {4 and {, are the adjusted inflow and outflow head loss coefficients
calculated using the inflow and outflow loss coefficients ((;, and {,,¢) specified
in the network editor — Structures — Head Loss Factor. A minimum value for
¢4 and &, can be specified in the HD parameter editor under the Default val-
ues tab as ZetaMin. In the case A; — A, the solution can become unstable
(no friction) and specification of a minimum value of {4 ,, ensures a stable
solution.

Fig A.10.21 Cross-sectional flow areas at a structure
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A.10.2 Expansion and Contraction Coefficients

As described in the previous section, flow through a structure is described
according to:

QZ
' 2gA*

Ah=¢

(A.10.10)

This equation { describes the total head loss coefficient, which is composed
of entrance ({4) and exit () coefficients. For subcritical flow the coefficients
are related to the input parameters ¢;, and (,,sand the changes in velocity (v)
and area (A):

A 2
R

For subcritical flow through a structure there is an upstream contraction and a
downstream expansion, so equation (A.10.11) works fine. When there is
supercritical flow there is an upstream expansion and a downstream contrac-
tion. Thus if supercritical flow occurs then the loss coefficients in MIKE 11 are
no longer valid. To accommodate supercritical flow, calculation of the of
entrance (1) and exit (£,) coefficients are expanded:

_é/m[l__J v <V,

(A.10.11)

\%
¢ y
_é,mLI_A_) I >vs
(A.10.12a)
2
A
=¢ (1— Sj 3V, >V,
out A s
¢, 2
\%
_é’um( V_J v, <V,
2
(A.10.12b)

Care must be taken when selecting loss coefficients, particularly in situations
where both subcritical and supercritical flow conditions occur. When flow con-
ditions change from subcritical to supercritical (or the Froude number Fg
becomes greater than 1), the loss coefficients ;, and ¢, (specified in the
Head Loss Factors box) are modified:
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e If FR > 1in upstream h-point then {;, = ;,/ 2

e If FR > 1in downstream h-point then (g ;= Coye / 2

Note that this adjustment is not made for bridge structures.

A.10.3 Determination of structure geometry

For structure types broad crested weir and special weir and the structure
geometry is given while the geometry of control structures (crest level) and
dambreak structures (crest level and breach width) changes during the com-
putation.

A.10.4 Determination of flow regime

Given the upstream and downstream water levels and the discharge, and
assuming that these three values are compatible with each other, the type of
flow can be determined as follows.

For zero flow the upstream and downstream water levels are both below the
structure invert (crest level) and the flow regime is subcritical, or the flow
direction is opposite valve regulation.

For differentiating between critical and drowned flow it is assumed, in the first
instance, that the flow at the weir crest is critical.

The critical discharge is determined for broad crested weirs and special weirs
via the tabulated Q/H-relation while it in case of structures with time depend-
ent geometry is computed by critical flow iteration during the simulation. The
pre-processed Q/H-relation for broad crested weirs are based on the
assumption of a single structure, hence when the broad crested weir is a part
of a composite structure the Q/H relation is no longer valid. In this case the
critical discharge is computed by iteration during the simulation. When spe-
cial weirs are included in a composite structure it is assumed that the user
defined Q/H relations for critical flow takes the changed hydraulic conditions
into account. When the upstream flow regime is supercritical, the Q/H rela-
tions are also recalculated.

When a long culvert is a part of a composite structure there is no critical dis-
charge iteration i.e. the computed Q/H relation is used to estimate the critical
discharge. This approach is assumed valid as the structure area usually is
much smaller than the upstream area i.e. A « A, hence no need for iteration.

Critical flow occurs (for £, > 1) when the energy head at the crest is larger
than the downstream energy head, viz:

2
S

(A.10.13)

2
Q
>h,+ 32

hyt (1-C)—2>
) 29A; 294]



Critical flow occurs (for £, < 1) (for outflow head loss < 1 ) when the water level
at the crest is larger than the downstream energy head, viz:

Q
ng§

hs>h, +

S

(A.10.14)

If the flow is not critical a submerged discharge iteration is performed and the
submerged discharge is compared with the critical and the smallest is taken,
viz:

critical flow:

chitical< qubmerged

submerged flow:

chitical> qubmerged

A.10.5 Determination of flow regime (with Supercritical Flow)

Subcritical flow types can be determined given the upstream and down-
stream water levels and the discharge, and assuming that these three values
are compatible with each other. However, energy levels in MIKE 11 are influ-
enced by the convective suppression factor 3 (see Suppression of convective
acceleration term (p. 171)). This means that energy head, particularly at high
velocities, can become distorted.

The type of flow therefore considers upstream and downstream water levels,
discharge and upstream and downstream Froude numbers (Fg). If Fr < 1
then subcritical flow, if Fg = 1 then critical flow and if Fg > 1 then supercritical
flow. Using the Froude number upstream (Fr4) and downstream (Fr,) of the
structure, the following tests are made to decide the flow condition inside the
structure:

e IfFrRy<1andFgry>1and Fgrq: <1 then flow through structure = critical
e IfFRq>1 and Fry < 1 then flow through structure = critical

o IfFRqy<1andFgry,<1andE, < h4 then flow through structure = critical

o If FR4>1 and Fro>1 then flow through structure = supercritical

e If Fr4<1 and Fro>1 and Fgr+ > 1 then flow through structure = supercriti-
cal

e IfFry<1andFgry<1andE, > h, then flow through structure = subcritical

Note the conditions:



Zero flow

A

o FRgry+ is the Froude number at the g point immediately upstream of the

structure. This is included to enable a transition from critical to supercriti-
cal flow, depending upon conditions further upstream. If the q point
upstream of the structure does not lie on the same branch or does not
exist at all, this test is removed.

o E,isdownstream energy level, h4 is upstream water level — this indicates

a free overfall condition with upstream subcritical flow. E, includes the 8
factor and (for the flow condition test only) is calculated as:

Ezz(h+ﬁ o J

204?
& (A.10.15)

o For zero flow the upstream and downstream water levels are both below

the structure invert (crest level) and the flow regime is subcritical, or the
flow direction is opposite valve regulation. If flow is supercritical then
zero flow is impossible.

A.10.6 Zero flow

For the zero flow case the coefficients are set as follows:

A.10.7 Drowned flow

For drowned flow the head loss over the structure is represented as:

[h+ Q’ ] _ QQS|QS|
2gA° 1 ZgAi

(A10.17)

4 2
h+ QSJ
vO29AY;

The velocity heads in the upstream and downstream sections need to be
described implicitly, as they can be large in magnitude.

Collecting the velocity heads, the equation becomes:

by =hjy = Q;'QS'[%— L. JJ (A.10.18)
9 \A; AL, AL
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Expressing Q at time level n+1 can be done as follows:
Qrs7+1 _ |2g9(h;  —hi ) (A.10.19)
e 1 . 1
2 2 2
As Aj 1 Aj+1
which by re-arranging gives:
Ql = —nlh 29 (A.10.20)
1 1
(hjﬁjll - h/(’jll)(% St J
A As A A

Collecting terms in relationship (A.10.20) for flow in both the positive and neg-
ative x-directions over this weir, the coefficients become:

o = - azaga (A.10.21a)
B =1 (A.10.21b)
v = ég; (A.10.21c)
5, =10 (A.10.21d)
where,

8, = %——;—Jr 2] (A.10.22a)

As Al Al

b, = ' ) (A.10.22b)

For the computation of these coefficients, values for £ and A are required.
Especially, close to the critical flow state, the solution becomes quite sensitive
to A values which can be described by the energy head at the structure and
the discharge as follows:

2
Q
2gA§

(A.10.23)

where, A; = f(hy)
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The solution is found by iterative use of the following equations:

As €1, Gy = f(hy, hy, hy) (A.10.24a)
E=6+¢ (A.10.24b)
Hs = Hl_%(Hl_Hz) (A.10.24c)
hg = HSngH2 (A.10.24d)

Convergence is normally obtained within a few iterations. A maximum num-
ber of iterations is specified in the HD parameter editor under the Default Val-
ues tab as the Inter1Max coefficient.

When the water surface gradient across the structure changes sign, so do the
denominators in the square roots of Equation (A.10.8). Close to the zero
point, the solution is badly defined, and the slightest change in water level dif-
ference will cause a large change in discharge. This is a result of the local
vertical slope of the response function, see Fig A.10.22, and can produce an
instability.

Q0

¥

2h

— — MODIFIED CURVE

Fig A.10.22 Q =1f(Ah) response function and effect of local modification of 1/Ah

The problem can be overcome by a local modification of the 1/Ah function in
the discontinuous region, see b) in Fig A.10.22. The corresponding effect on
the Q = f(Ah) curve is shown in a) in Fig A.10.22. The range of Ah over which
the modification is applied can be selected according to the current case to



)

be simulated, in order to introduce minimum falsification. This is done in the
HD parameter editor — Default Values using the Delhs Coefficient.

A.10.7.1Drowned Flow, Supercritical

When drowned flow occurs during subcritical flow conditions, the energy
equation is applied to calculate the head loss (A.10.17 (p. 441)). This equa-
tion should also be applicable during supercritical flow. However, during
supercritical flow this equation becomes very sensitive to small changes in
head drop and structure area, to such an extent that it cannot be applied to
the MIKE 11 structure routines (even if the convective terms are suppressed
using the B factor).

So when a structure is in supercritical flow conditions, the momentum equa-
tion is solved across the structure rather than the energy equation. This is
applied in the same way as for a normal q point in MIKE 11, except that struc-
ture geometry is used (the estimate for structure depth and area) and that
friction losses are substituted by the structure losses.

The general momentum equation is:

n+l n+l n+l _
ah’"} + pOIT +yhil =06
(A.10.25a)

The structure is located at a Q point (j), with an upstream h point (j-1) and a
downstream h point (j+1). If the B factor is set to 1 the coefficients in the gen-
eral momentum equation are updated to the following values:

COl=a =-gA
s (A.10.25b)
CO2=f3 = 2AxAt + ¢.9
2g4°
s (A.10.25¢)
CO3=y =gA
Aty (A.10.25d)
2
CO4=5 = gASA@" —h )+ ©-1) 60 | 2AXALQ
j- 4l 2gA 2
s (A.10.25¢)

The parameters used in the calculations are A (DELTA Coefficient (p. 405)), 0
(THETA in Coefficients, HD default parameters (p. 63)), & (NEED REF TO
GO HEREY!), At (time step) and Ax (grid step).
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To estimate the depth in a supercritical structure an iterative solution is used.
From an initial estimate of structure area the structure water depth is calcu-
lated using the energy equation. Structure area is then updated using the
existing Q/H relations. Iterations continue until successive structure area esti-
mates are within a specified tolerance (CONV_F) or exceed a given maxi-
mum (MAX_ITER or INTER1MAX, Default Values (p. 323)).

A.10.8 Free overflow

For free overflow a tabulated relationship is used to define Q as a function of
the upstream water level, hy. The table is calculated automatically in the case
of a broadcrested weir or defined by the user for special weirs. The number of
points in the table is defined by the user.

A.10.8.1Critical discharge

The critical discharge over a broadcrested weir is found by integrating the
local critical velocity ,/ghg over the structure width. Thus the critical dis-
charge is given by

2= :VA/ghs(X)hs(X)dx (A.10.26)

where W is the structure width, h4(x) the local structure depth and x a coordi-
nate along the cross sectional profile. The velocity head at the structure is
determined as

w

J, 5:/ah00m(0x
velocity = w

J, Jahoh (odx

H

(A.10.27)

For a rectangular weir the structure depth is independent of x and egs.
(A.10.26)-(A.10.27) become

Q, = Jghsh,W (A.10.28)

H =1y

velocity 2''s

(A.10.29)

The actual discharge has a correction factor, o, applied which can be deter-
mined in practice by comparing the tabulated function generated by the
model with the measured, or otherwise expected, relationship.
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The locally linear relationship, see Fig A.10.23, with coefficients defined at
time level (n+%2)At then becomes:

+1 +1
Q' = ah igna)t by (A.10.30)

giving coefficients in the relationship (A.10.1), for flow in both the positive and
negative x-direction, as:

o = a4 +S‘2n(Q)) (A.10.31a)
B, = —_ (A.10.31b)
/' FOF
¥ = —al%n(o)) (A.10.31c)
8 = b, (A.10.31d)
where,
FOF = free overflow factor (A.10.32a)
Q- Q,_
a, = sign(Q)——*-1 (A.10.32b)
h—=hy_,
b, = sign(Q)Q,_,—a,h,_, (A.10.32c)
G i
Qy o
Qﬂ+1_ o
o |
| -
oy ] hye h
Fig A.10.23 Linearized relationship used for the implicit description of a Q-h rela-
tion
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A

For structures with time dependent geometry the free over flow discharge is
computed as follows.

The head loss over the structure is represented by:

2
—(h2+ QSJ = QIQS|QS| (A.10.33)

2
h+QJ

2
N 2gA2 i 29A 29A;

Collecting the velocity heads and expressing Qg at time level n+1, the equa-

tion becomes:

Q = (A.10.34)
which by rearranging gives:
Qg“ = (h/('jll —hy) (A.10.35)

Collecting terms in relationship(A.10.35) for flow over this weir, the coeffi-

cients become:

29
o, = — |=9_FOF (A.10.36a)
! aabb
B; =1 (A.10.36b)
v, =0 (A.10.36c¢)
_ | 2g
6, = —h, | -==<-FOF A.10.36d
J S aabb ( )
where,
1+
S T (A.10.37a)
a 2 2
As AL
b, = h;_,—hy (A.10.37b)
447

Powering Water Decisions



“ Structures

448 MIKE 11 - © DHI A/S



General Description

A.11 Heat Balance Module

A.11.1 General Description

A

The heat balance module is used for simulation of heat transfer between the

water body and it's surroundings. The heat balance equation can be
expressed as:

q = Qtrip + qr+ qp_ de—qc + Qs—Qqsr—Qsy +
1= qr—Aqu—4q, + qg+ Qsed

where

AQ change in the heat capacity of the water body.

qtrib is heat transfer from tributary inflow.

qr iis the heat transfer from diffuse sources.

qp is the heat transfer from precipitation.

qe is loss of energy due evaporation.

qc is the convective heat transfer.

gs is the shortwave radiation.

qsr is the reflected shortwave radiation.

gsu is the shortwave radiation emitted from the water body.
ql is the longwave radiation above the sea surface.

qlr is the reflected longwave radiation.

qlu is the emittance of longwave energy from the water body.
qa is the loss of energy from outflow.

qg9 is the heat exchange between ground and water body.
gsed is the heat exchange between sediment and water body.
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Heat Balance Module

Some of the terms have been excluded from the heat balance module, since
they have no, or only minor influence on the total heat budget. Furthermore,
some of the terms are lumped into a single term, e.g. as for the longwave
radiation. The following terms are set to zero in the heat balance module:

gr=0, gp=0, gqg=0, gqsed=0,qlr=0 and gsu =0,

After which equation (A.11.1) can be reduced to:

AQ=Quip—9:tqs— A5, 7 41— Gy, —Ga (A11.2)

A.11.2 Convection

450

The heat exchange due to convection depends on the type of boundary layer
between the sea surface and the atmosphere. Generally, this boundary layer
is known to be turbulent and the following relationships between heat
exchange and wind speed, air and sea temperature can be established /4/:

If Toir > Ty :

9e = PairCairCo|Wio— U[(T,, — T,) (A.11.3)
otherwise:

9c = PairCuwCe|Wio— U[(Ty — Tair) (A11.4)
where

Pair is the air density (kg/m3)

Cair is the specific heat of air, 1007 J/(kg - K°)

Cw is the specific heat of water, 4186 J/(kg - K°)

w10 is the wind speed 10 m above the sea surface

U is the surface flow velocity

Tw is the absolute temperature of the sea

Tair is the absolute temperature of the air

Cc is the sensible transfer coefficient, given as 1,41 - 103
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The convective heat flux varies between 0-100 W/m?2.

A.11.3 Vaporisation

By combining Dalton's law /3/ with the formulation proposed by Friehe &
Smidth (1976) /4/ the following relationship for the vaporative heat loss can

be derived :

ge = LCo(a+bW,)(Q, - Q,) (A.11.5)
where

L is the latent heat of vaporization, 2,5 - 106 jkg

Ce is the moisture coefficient, 1,32 - 103

w2 is the wind speed 2 m above sea surface

Qu is the water vapour density close to the surface

Q, is the water vapour density in the atmosphere

aandb is user specified coefficients

Measurements of Q,, and Q, are not directly available, but Q, and Q, can be
related to the vapour pressure as /4/ :

Q, = O’2Tl67ew (A.11.6)
w

and

Q, = (%16166 (A11.7)
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The vapour pressure close to the sea surface e,, can be expressed by the
water temperature, under the condition that the air close to the sea surface is
saturated and have the same temperature as the water:

1

L
T, T,

e, = 6,11e 'k 'w (A.11.8)
where

K is a constant being 5418 K

T« is the temperature at 0° C being 273.15 K

The vapour pressure in the air above the sea surface ea depends on the air
temperature and the relative humidity R:

k(L L
e, = R6,11e (Tk Ta;,) (A11.9)

By combining equation (A.11.5) with equations (A.11.8) and (A.11.9) the final
expression for the evaporative heat loss yields:

1 1 1 1)-
Kl=-= Kl=-=—
(Tk Tair

(A.11.10)

le = P(@a+bW,) e =

lar

where P is a latent constant being 4370 J - K/m3.

During cooling of a water mass the heat loss due to vaporization has a major
effect and typical varies between 0-100 W/m?2,

A.11.4 Shortwave Radiation

Radiation from the sun consist of electromagnetic waves with wave lengths
varying from 1000 to 30000 A. Most of the radiation will be absorbed in ozone
layer, leaving only a fraction of the energy to reach the surface of the Earth.
Furthermore the spectrum changes, when sunrays pass through the atmos-
phere. Most of the infrared and ultraviolet compound is absorbed, so the solar
radiation on the earth mostly consist of light with wave lengths between 4000-
9000 A. This radiation is termed the shortwave radiation.

The intensity of the shortwave radiation depends on:



Shortwave Radiation I b

The distance between the earth and the sun.
The declination angle and latitude.

Extraterrestrial radiation.

H e o=

Cloudiness and amount of water vapor in the atmosphere.

The calculation of the shortwave radiation is based on the following formula-
tions.

A.11.4.1Distance between the Earth and the Sun

The mean distance between the Earth and the Sun r0 is 149597890 km.

Spencer /1/ has developed the following expression to determine the excen-
tricity correction factor Ej,.

r, 2
E, = (—r‘)) = 1,000110 + 0,034221 cosT + 0,001280sinT + (A.11.11)

0,000719cos2I" + 0,000077 sin2T°

where T is the day angle given as :

(dn B l)
I =2n——m— A.11.12
"365 ( )
where
r is the actual distance between the Earth and the Sun expressed
in km.
dy is the day number given as 1 the 15t day of January and 365 the
the 31st day of December. It is assumed that February always
have 28 days.

A.11.4.2Solar Declination and Day Length

The daily rotation of the Earth around the polar axes contributes to changes
of the solar radiation. The seasonal radiation is governed by the declination
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angle. Spencer /1/ presented the following expression to determine the decli-
nation angle & .

d = (0,006918 —0,399912cosI" + 0,070257 sinI" — (A.11.13)
0,006758 cos2I" + 0,000907 sin2T" —
0,002697 cos3I" + 0,00148sin31")

where & is are measured in radians.

The day length Nd varies with & . For a given latitude ¢ (North positive, South
negative) the day length is expressed as:

N, = 2;?(—tanci)tanéi) (A.11.14)

and the sunrise angle oy, is:

®g = cos~!(—tandtand) (A.11.15)

A.11.4.3Extraterrestrial Radiation

454

The intensity of shortwave radiation on a surface parallel with the surface of
the Earth changes with the angle of incident. The highest intensity is meas-
ured at noon where the sun is in zenith and the lowest during sunrise and
sunset. The extraterrestrial intensity of shortwave radion on a surface parallel
to the Earth surface g0 can be expressed as /1/:

9, = qscEO(siné sing + (279 sin(zl%) c0s8cos¢cosc0,-) (A.11.16)
where
; is defined in equation (A.11.25) and is called the hour angle

Qsc is the solar constant measured to 1376 W/m®

By integrating equation (A.11.16) over one day, the daily extraterrestrial radia-
tion Hy is derived as:

H, = 2i‘qschcosd)cosfi(sincos,— ®4,COSM,) (A.11.17)
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A.11.4 4Radiation under Cloudy Skies
For determination of daily radiation under cloudy skies H, Angstrom /1/ has

proposed the following relationship between the daily insulation and the num-
ber of bright sunshine hours n:

- a+bt (A.11.18)

Rietvald found the values of a and b, could be determined based on the mean
annual value of bright sunshine hours n and the average length of a day Ny

19 given as:
n
a=0,1+024 (_—) (A11.19)
N
and
Ny
b = 0,38+ 0,08 (—ﬁ—) (A.11.20)

The coefficients a and b are subject to changes according to topographical
shading.

The average hourly shortwave radiation g5 can the be found as:

qs = (nH—O)qo(a3+b3cosw,-) (A11.21)
where

a; = 0,409 + 0,5016sin(ms,— g) (A.11.22)
and

by = 0,6609 —0,4767 sin(ws,— g) (A.11.23)

o; is the hour angle.
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If the time is measured in local time, the hour angle is given as:

E
®; = %(12 + correction for summertime — g(-;f (A.11.24)

64—0(L s— Lg) —local time in hours)

E. is varying during the year and is called the equation of time given as:

E; = (0,000075 + 0,001868 cosI" — 0,032077 sinI" — (A.11.25)
0,014615cos2I' — 0,04089sin217)(229,18)

where E; is measured in minutes.

The time meridian L is the standard longitude for the time zone and Lg is the
local longitude (west positive, east negative). The longitude correction is 4
minutes for every degree.

The summer time correction is + 1 hour, if the clock is 1 hour ahead.

A.11.4.5Albedo

Solar radiation that impinges on the sea surface does not all penetrate the
water surface. Parts of the radiation are reflected back to its surroundings,
and are lost from the system unless it is backscattered from the atmosphere
or the surrounding topography. This reflection of the solar energy is termed
the albedo. The amount of energy which is lost due to albedo, depends on
the angle of incidence and angle of refraction. The reflection a can be
expressed in Fresnel's law /7/, which is valid for a smooth sea:

20 2(j—

o= 1( sin(/—r) | tan*(/—1) (A.11.26)
2\ sin2(i+r) tan2(i+r

where

i is the angle of incidence

r is the refraction angle

The reflected shortwave radiation can now be expressed as:
gsr = 0Qg (A.11.27)

The reflection coefficient o varies from 5 - 40 %.



Longwave Radiation )

A.11.5 Longwave Radiation

A body or a surface emits electromagnetic energy at all wave lengths of the
spectrum. The longwave radiation consists of waves with wave length
between 9000-25000 A. The radiation in this interval is termed the infrared
radiation and is emitted from the atmosphere and the sea surface. The long-
wave emittance from the sea surface to the atmosphere minus the longwave
radiation from the atmosphere to the sea surface is called the net longwave
radiation. Brunt has related the net longwave radiation with the following
parameters:

1. Cloudiness defined by number of sunshine hours.
Air temperature measured in Kelvin degrees.

Vapour pressure in the air, at the actual level of relative humidity and air
temperature.

The formulation used in MIKE is based on Brunt's general equation for net
out-going longwave radiation /2/ given as:

4
Qn = G- 9, = T,(a-b.Jey)(c+d) (A.11.28)

where a, b, ¢ and d are coefficients given as:

a=0,56,b =0,77mb2, ¢=0,10, d= 0,90 (A.11.29)
eq is the vapour pressure at dew-point temperature measured in mb

n is the number of sunshine hours

Ny is the number of possible sunshine hours

c is Stefan Boltzman's given as 5,6697 - 10-8 (mz“-]K)
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A.12 User Defined Structure

A.12.1 General

A.12.1.1Introduction

The user defined structure is available to create customised structures in
MIKE 11. However, the potential application goes beyond this, allowing for
the customisation of almost any specialist application or modification to
MIKE 11.

When activated, the user defined structure will access a DLL (Dynamic Link
Library) written by the user. The Network Editor interface contains a number
of variables that can be used in the DLL. In addition, the DLL can access any
variable in MIKE 11 through several records.

The following gives a description of the user defined structure, including cod-
ing issues and a description of parameters. Two examples of possible appli-
cations are given. The first example also provides an insight into the
computational requirements for developing a structure within the MIKE 11
solution scheme.

A.12.1.2 Requirements

Obviously, knowledge of computer programming is necessary. MIKE 11 is
written in PASCAL using Borland DELPHI. Any code written must be compat-
ible with the compiled unit files (DCU) provided. The easiest way to ensure
this is to have Delphi and write your programs in PASCAL.

Frofessional

Verzion 6.0 [Build 5.163]
Copyright = 15923, 2007
Borland Software Corporation

http: A v biorland. com

The user defined structure option has an extremely broad area of possible
application. It is possible to modify or interrogate most components of MIKE
11. However, there is a difference between knowledge of hydraulics and
knowledge of computational hydraulics. An understanding of computational
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hydraulics is essential if you wish to modify or insert anything into the MIKE
11 computational scheme. On the other hand, coding to produce customised
output formats shouldn't be as difficult to achieve.

A.12.1.3 General Coding Issues

Library strucl;

When a user defined structure is specified, MIKE 11 will search for a proce-
dure in a dynamic link library (DLL). The name of the DLL and the name of
the procedure can be either default names or can be specified in the network
editor interface.

The specifications of the DLL must match the specifications that MIKE 11 is
expecting. This includes specific compiler details and variable access. The
DLL must use the MIKE 11 unit rivdecl, which contains record declarations.
There are several DCU files that are linked into the project to do this.

The basic structure of the DLL is shown below:

uses SysUtils, Classes, rivdecl;

procedure user_written_code ( user_ptr : weir_struc; {7nformation on structures}

cdecl; export;

var

grid_ptr : grid_struc; {7nformation on grid structure}

mm_act :omm_ptr; {information on simulation}
iter_nr : integer; {iteration when procedure called}
nt : integer ); {timestep when procedure called}

// insert local variables here

begin

// user defined code goes here

end;

exports user_written_code;

begin
end.

A.12.1.4 MIKE 11 Interface

A structure must be defined in the network editor to access the user defined

code. Note that a structure will always alter the network. If you wish to use the
user defined code in a non-intrusive way (say to produce customised output

formats), create a dummy branch (with dummy boundaries) and place it in the
network file isolated from the actual model network.

The Network Editor interface provides application specific information to the
user written code (Fig A.12.24):
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A.12.1.5 Description of Parameters
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Fig A.12.24 Network Editor Interface

The user defined code calls five parameters. The last two are variables, while
the first three are records. Details are as follows:

user_ptr

user_ptr is a pointer of type weir_struc, declared in the unit rivdecl. It con-
tains information relating to the structures in the model and their specifica-
tions. Some useful variables within the record are as follows:

location - where is the structure

location.id_name - name of branch

location.id_mil - chainage of structure

weir_grid - see next description of grid_ptr

struc_type - user defined in this case

Further, the following are the entries inserted in the User Defined Structure
dialog box in the network editor. These are also located in the user_ptr
record. The descriptions in brackets reference the title and column title of
each entry in the dialog:

NoOfUserDefinedArrays (Array 1)
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UserDefArray1Col1[] (Array 1, D1) - Array of 2 column arrays
UserDefArray1Col2[] (Array 1, D2)
NoOfUserDefinedIntegers (Integers)

UserDefInteger(] (Integers, 1) - Array of integers
NoOfUserDefinedDoubles (Doubles)

UserDefDouble[] (Doubles, D) - Array of Doubles (double precision
reals)

NoOfUserDefinedPointers (Pointers)

UserDefPointer[].P1String (Pointers, River) - Array of pointers to a grid,
branch or node, where each pointer contains a string (river name), dou-
ble (chainage) and integer (grid=1, branch=2, node=3)

UserDefPointer[].P2Double (Pointers, Chainage)
UserDefPointer[].P3Integer (Pointers, Type)

UserDefPointer[].UserDefGridP (not shown in dialog) - If type is Grid,
pointer to grid variables at location

UserDefPointer[].UserDefBranchP (not shown in dialog) - If type is
Branch, pointer to branch variables at location

UserDefinedPointer[].UserDefNodeP (not shown in dialog) - If type is
Node, pointer to node variables at location

NoOfUserDefinedMiscData (Misc)

UserDefMiscData[].P1String (Misc, Str) - Array of record containing
string, integer and doubles. The first string entry (if not NIL) is the name
of the DLL. The second string entry (if not NIL) is the name of the proce-
dure. Otherwise, default values are 'USER_WRITTEN_DLL.DLL' and
'user_written_code'.

UserDefMiscData[].P2Integer (Misc, 11)
UserDefMiscData[].P3Integer (Misc, 12)
UserDefMiscData[].P4integer (Misc, I3)
UserDefMiscData[].P5Integer (Misc, 14)
UserDefMiscData[].P6Double (Misc, D1)
UserDefMiscData[].P7Double (Misc, D2)
UserDefMiscData[].P8Double (Misc, D3)
UserDefMiscData[].P9Double (Misc, D4)

UserDefTextfile - Type textfile, use to assign a globally declared unit
number to a file name.



grid_ptr
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grid_ptr is a pointer of type grid_struc, declared in the unit rivdecl. It con-
tains information relating to all the grid points in the model. Some useful vari-
ables within the record (among many others) are as follows:

mm_act

grid_loc - as for location in user_ptr.
area - cross-sectional area

flarea - storage area at water level h
radius - hydraulic or resistance radius
resnum - resistance number

width - width of cross-section

dx - distance between structure and grid point downstream

d2x - distance between upstream and downstream grid points.

xcoor - x-coordinate of point

ycoor - y-coordinate of point

h - water level at time n+%

q - discharge at time n+%

hqoO - water level (h point) or discharge (q point) at time n
hq1 - water level (h point) or discharge (q point) at time n+1
co1, co2, co3, co4 - coefficients applied to solution scheme

prev_grid - pointer to previous grid (same information listed here except

at previous grid)

next_grid - pointer to previous grid (same information listed here except

at next grid)

actlev - pointer to cross-section information - also useful to determine if

grid point is h point or Q point (for Q point, actlev = NIL)

mm_act is a pointer of type mm, declared in the unit rivdecl. It contains
information relating to the MIKE 11 simulation, which is essentially all the
information. Some useful variables within the record (among many oth-

ers) are as follows:
nnt - number of time steps

dt - time step in seconds

time_on_monitor - pointer to time on monitor, containing year, month,

day, hour, min, sec, datestring, timestring

time_act - pointer to current simulation time, containing year, month,

day, hour, min, sec, datestring, timestring



iter_nr

nt

User Defined Structure

time_start_simul - pointer to simulation start time, containing year,
month, day, hour, min, sec, datestring (not used), timestring (not used)

time_end_simul - pointer to simulation end time, containing year,
month, day, hour, min, sec, datestring (not used), timestring (not used)

nr_iter - iteration number (same as variable called explicitly)
progDir - directory location of executable
dataDir - directory location of simulation files

The structure routines are called at each iteration in a given time step
(see the User Reference A.8 for details on this). iter_nr is the number of
the particular iteration.

The time step of the particular structure call.

A.12.2 Example: Structure with Form Loss Coefficient

464

Description

This is an example of a structure defined by a simple loss coefficient applied
to the velocity head. The equation is:

2

AM=F"_

28 (A12.1)

where:

Ah is head drop across the structure;
F is an input form loss coefficient;

v is velocity through the structure; and
g is gravity.

MIKE 11 uses flows, so the equation can be rewritten in terms of flow Q and
area A. Flow direction is dependent upon the sign of Ah. To include this direc-
tion dependency, the equation can be rewritten:

2
_ 2gA

= Ah |
Q F|Ah|

(A12.2)
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Scheme Formulation

To incorporate this structure into MIKE 11, the equation must be re-arranged
into a finite difference form, with a staggered grid centred on a q point:

ah™! + O™ +yh™t! =5
i J J# (A12.3)

where;

e a, B, yand3d are coefficients (co1, co2, co3 and co4 in the MIKE 11
code);

e nis the time step; and

e jis space step.

Consider the structure equation at a time mid-way between time steps at n+%
and across a staggered grid centred on a Q point:

2
n+1/2 n+1/2 29A
Ql; =(h_1-hi,) g — (A12.4)
Flchyy =y )"
Placing the terms on one side:
_ P 2gA2 N hn+‘/z +Qn+‘/z+ , 2gA2 N hn+‘/z =0
% j-1 J % J+l
F(hj—l _hj+l)l F(hj—l _hj+1)1 (A12.5)

The values of h and Q are only solved at times n and n+1. Therefore, a time-
centring factor (0) is used to describe the terms (say h):

n+% __ n+l _ n
W= on + (-0 (A.12.6)

G

~h Y = —h ) =nAh
Assuming that ! ! /

term, the equation now becomes:

2 2
3 29A7 , n+1 n+1 29A7 , n+1
){ /Fm|Ah|h|/*1 +Q|j + /———-F|Ah|h|j+l}+ (A12.7)
, 2gA2 n n 2gA2 n _
1-0) - h|:  +Q| + h|. =0
‘ ){ N F|AR| |/—1 Q|/ N F|AR| |/+1
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User Defined Structure

Rearranging this into the finite difference form:

2 2
29A7 | n+1 n+1 29A°  n+1 _
-0 [=—h|.  +0Q|, +06 |=2L—h]| = A12.8
VEan -1 09O ERR (128)
2 2
29A° . n n_ [2gA7,n
1-0)| | hl:  —QJ. — /—h.
){ F|Ah| |J*1 Q|f F|Ah| |f+1

Thus, the coefficients in the equation become:

ZgA2

col = = -0
¢ FIAR|

(A.12.9)

co2 =3 =20 (A.12.10)

[2gA’
co3 =y=20 FlgAhI
ZQA2 n n ZQA2 n
§ = (1—9)[ mhbfl—Qb. - mhbﬂ} (A12.12)

Note that if Ah = 0, the square root term has no solution. In this case, co1 =1,
co2 =0, co3 =-1 and co4 = 0.

(A12.11)

co4

MIKE 11 Variables Required

To code this, the following parameters are required. grid_ptr is at the Q point,
which is a user defined structure:
e o =grid_ptrt.co1
e B =grid_ptrt*.co2
e y=grid_ptr*.co3
e 8 =grid_ptrt.co4
e B =grid_ptrt.area
. h’j = grid_ptr*.hq0
J

o h' R grid_ptr*.prev_grid*.hq0

n
Jj+l

. = grid_ptr*.next_grid*.hq0
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MIKE 11 Application

A simple model has been created for this structure. It consists of a rectangu-
lar channel (length 1000 m, width 100 m and slope of 1 in 1000) with the
structure in the centre (chainage 500 m). Water level boundaries at each end
are specified. The upstream water level is fixed at 1 m (which is also the initial
water level). The downstream water level is lowered at a linear rate from 1 m
to 0.5 m over a period of 1% hours. It is then maintained at 0.5 m for an addi-
tional 1% hours. Bed friction is Manning M = 30, and the time step is 1 min-
ute.

The user defined structure has been defined. The first string in the Miscella-
neous entry contains the name of the DLL that will be accessed by MIKE 11.
The second string contains the name of the procedure that will be accessed.
Note that if no entries are specified, the default DLL is 'USER_WRIT-
TEN_DLL.DLL' and the procedure name is 'user_written_code'. For this
example:

e user_ptr*.UserDefMiscData[1].P1String = 'form_loss_struc1.DLL'

o user_ptr*.UserDefMiscData[2].P1String = 'user_written_code'

For flexibility for this particular problem, the time centring factor and form loss
coefficient are specified in the interface. The first double in the Double entry is
the time centring factor (0). The second entry is the form loss coefficient (F).
Thus, the variables theta and formC are local variables defined by:

o user_ptr*.UserDefinedDouble[1] = theta

o user_ptr*.UserDefinedDouble[2] = formC

User Defined Code

The code for this example is as follows:

Tibrary form_loss_strucl;

uses
dialogs,
math,

SysUtils, Classes,

rivdecT;

// message dialogs
// power function

// access to MIKE11

procedure user_written_code ( user_ptr : weir_struc; {7nformation on structuresj}

cdecl; export;

const
grav

var
theta,
formc,
h_ups,
h_dws,

grid_ptr : grid_struc; {7nformation on grid points}

mm_act ©omm_ptr; {information on simulation}
iter_nr : integer; {iteration when procedure called}
nt : integer ); {timestep when procedure called}

= 9.81;



) User Defined Structure

sqterm : double;
stemp : string;

begin {user_written_code}

// 1f first timestep and first iteration, print a message to screen with
// the values of THETA and FORMC
if (nt = 1) and (iter_nr = 1) then
begin
stemp := 'USER DEFINED STRUCTURE WITH FORM LOSS COEFFICIENT' + char(13) +
char(13) +
'User Defined DLL: form_loss_strucl' + chr(13) +
'Written by CFN' + char(13) +

'THETA ="' +
FloatTostrF(user_ptrA.UserDefDouble[1],fffixed,5,2) + chr(13) +
'FORMLOSS = ' +

FloatTostrF(user_ptrA.UserDefDouble[2],fffixed,5,2);
messagedlg(stemp,mtinformation, [MBOK],O0);
end;

// assign Jocal variables theta and formcC
theta := user_ptrA.UserDefDouble[1];
formC := user_ptrA.UserDefDouble[2];

// assign local variables h_ups and h_dws

// defined from prev_grid (upstream) and next_grid (downstream)
h_ups := grid_ptrA.prev_gridA.hqO;
h_dws := grid_ptrA.next_gridA.hqO;

// set terms of momentum coefficient for case of h_ups = h_dws

grid_ptrA.col := 1;
grid_ptrA.co2 := 0;
grid_ptrA.co3 := -1;
grid_ptrA.co4 := 0;

// 1f there 7s a water Tevel gradient change the terms
if h_ups <> h_dws then
begin

// calculate the square root term, used in the momentum terms
sqterm := sqrt( 2*grav * power(grid_ptrA.area,2) / formC / abs(h_ups - h_dws) );

// terms of momentum coefficient
grid_ptrA.col -theta * sqterm;
grid_ptrA.co2 theta;
grid_ptrA.co3 theta * sqterm;
grid_ptrA.co4 (1-theta) * (sqterm * h_ups - grid_ptrA.hq0 - sqterm * h_dws);

end;
end; {of user_written_code}

exports user_written_code;
begin
end.

Testing

Run this simulation using a range of different form loss coefficients and time
centring coefficients. THETA can vary between 0 and 1. THETA=0.5is a
fully centred scheme. When 0 < THETA < 0.5 the solution scheme is unsta-
ble. For THETA = 0.5 the solution is stable and non-dissipative. For 0.5 <
THETA < 1.0 the solution is stable and dissipative.

This structure is identical to an energy loss structure, applying a user defined
energy loss coefficient (specified in the Network Editor). Repeat this test
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using an energy loss structure rather than a user defined structure. The
results should be identical.

A.12.3 Example: User Defined Output

MIKE 11 simulations can be performed over very long periods of time. To min-
imise output file size there is a Storing Frequency option in the simulation
editor, where results are saved at a specified frequency of the simulated time
step. However situations arise where output is required at every time step at
specific locations, while in the same simulation still having global output at a
longer time step.

Consider for example long term tidal variation in an estuary, where analysis of
tidal range (difference in maximum and minimum water levels during a tidal
cycle) and mean sea level change (moving average of tide levels) is required.
Calculation of these parameters requires model output at small time incre-
ments (of the order of 15 to 30 minutes for semi-diurnal tidal cycles). Depend-
ing on the size of the model, extraction of this information at all grid points for
a long term simulation would produce a large output file. To reduce output file
size there is an option in the network editor to select which grid points will
store results. However, this may not always be the most convenient solution.

This example will describe the programming required to create a time series
output of water levels or flows at specified locations in a model. The output
will be at each simulation time step. Details are as follows:

e The DLL name is 'TIME_SERIES OUTPUT.DLL".
e The procedure name is user_written_code.

o The user defined structure will be inserted into a dummy branch of an
existing model. The structure will not be used or considered as part of
the existing model.

o ltis intended that this code will be generic. This means it should be appli-
cable to many different applications.

e The output file format will be CSV (comma separated ASCII format),
which can be easily read using EXCEL. The output file is
'time_series_output.csv' which has a column separator ;.

The coding must consider that the user defined code is called prior to the final
sweep in the solution scheme. This means that water levels and flows for the
current time step have not yet been calculated and that the results from the
previous time step must be presented. The code writes the result from the
previous time step on one line, then writes the current time on the next line.
This staggered approach will produce a file where the output time is consist-
ent with the standard MIKE 11 result files.

The variable saved to output is hq0. As well as being the results of the previ-
ous time step, hqO is water levels at h points and flows at Q points. Therefore
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output using this program can be either water level or flow, depending upon
selection of h or Q output point.

Application

The following shows an example where time series output has been specified
in an existing model. The model network initially consisted of three branches.
An additional dummy branch (called DUMMY) has been created which is not
connected to the other branches. This branch contains the user defined struc-
ture. Dummy boundary conditions (say uniform water levels at each end of
the branch) are applied. The tabular view of the user defined structure is as
follows:

-Overview .
""" Metwark el
- Shuctures Mame Idummy Chaihage |1D D Id
....... s
"""" Culverts Aray 1 Integers Doubles Fointers
....... Blidges. D1 D2 i 1] River Chainag| Type
"""" Regulating 1 1 Jo 1 1 |senegal_main2 [30316.57 |Grid
"""" Control Str. 2 |zenegal_estd |53850  |Grid
"""" Drarnbreak Str.
S || zer defined
"""" Tabulated Structures
"""" Energy Loss P | | LI
"""" Hydraulic: Contral [MIKE 12]
- Rauting Misc.,
S::HL.‘m”’fg'Dundwate' finks 5tr M|12|13])1|01|02|D3|D4
Gid paits 1 hiwiser_defined_strucistruc time_series _output .l a 1] 1] 1] a 0 1] 1]
2 Juser_written_code a 1] 1] 1] a o 1] 1]
3 |howszer_defined_structexamplea2test cay a 1] 1] 1] a o 1] 1]
4 | a o o o a 0 o o
— Overvie
Branch Chainage 1]
1 dumimy 10 d
Fig A.12.25 Network Editor Tabular View of Example 2
The structure is location at chainage 10 in the dummy branch. There are two
Pointers to grid points, defined by the River name and Chainage. The Type
of both is Grid. These pointers will be the locations at which model results will
be presented.
In the Misc field, the first string (Str) entry contains the name of the DLL. The
second string entry contains the name of the procedure. The third string entry
contains the name of the output file, which is read by the user defined code.
The fourth string contains the column separator to be used in the output file. If
no entries are specified in the Misc field, the default DLL is 'USER_WRIT-
TEN_DLL.DLL', the procedure name is 'user_written_code, the output file is
'time_series_output.csVv', and the column separator is','.
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User Defined Code

The code for this example is as follows:

T1ibrary time_series_output;

uses
SysUtils, Classes,
rivdecl; // access to MIKE1I1

procedure user_written_code ( user_ptr : weir_struc; {7nformation on structures}
grid_ptr : grid_struc; {7nformation on grid points}

mm_act Iomm_ptr; {information on simulation}
iter_nr : integer; {Tteration when procedure called}
nt : integer ); {timestep when procedure called}
cdecl1; export;
var
outfile : string;
i 1 integer;
deTim : string;
grid_act 1 grid_struc;
branch_act : branch_struc;
hout :array [1..50] of double; // up to 50 output Tocations

begin {user_written_code}

// only perform saving of output 1f at the last iteration of each timestep!!
if (iter_nr = mm_actA.nr_iter) then
begin

// use default column separater unless specified in UDS input
delim := ',';
if user_ptrA.NoofuserDefinedMiscData > 3 then
delim := user_ptrA.UserDefMiscDatal[4].P1String;

/7 Toop through branches and grid points in branches to find locations that
// match user defined pointer Tist

branch_act := mm_actA.first_branch;
while branch_act <> NIL do // Toop branches, starting at first branch
begin

grid_act := branch_actA.fgrid_ptr;
while grid_act <> NIL do // Toop all grid points in branch

begin
for i := 1 to user_ptrA.NoofUserDefinedPointers do // Toop pointer Tist
begin
if user_ptrA.userDefPointer[i].UserDefGridP = grid_act then
begin

// assign values to hq0

/7 hp0 7s result at previous timestep -

// the Jatest (h) has not been been calculated yet.
hout[i] := grid_actA.hqO;

end;
end;
grid_act := grid_actA.next_grid;
end;
branch_act := branch_actA.next_bran;
end;

s/ first timestep, so find filename, assign file to unit, rewrite and write headers
// the name of the output file 7s 'time_series_output.csv'
// unless specified otherwise in Miscbata/3]
if (nt = 1) then
begin
outfile := mm_actA.dataDir + 'time_series_output.csv';
if user_ptrA.NoOfUserDefMiscData > 2 then
outfile := user_ptrA.UserbDefMiscbata[3].P1String;

assignfile(user_ptrA.UserbDefTextfile,outfile);
rewrite(user_ptrA.UserDefTextfile);

Powering Water Decisions
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write(user_ptrA.userdefTextfile, 'Timestep' + delim + 'DATE' + delim + 'TIME');

for i := 1 to user_ptrA.NoOfUserDefinedpPointers do // Toop through pointer 1ist
write(user_ptrA.UserDefTextfile,
delim +

user_ptrA.UserDefPointer[i].P1String + +
FloatTostrF(user_ptrA.UserDefPointer[i].P2Double, fffixed,6,3));
writeln(user_ptrA.UserDefTextfile);
end

// 1f not first timestep, write out results in hout to output file
// keep on the same Tine, but put a new Tine at the end
else
begin
for i := 1 to user_ptrA.NoOofUserDefinedPointers do
write(user_ptrA.UserDefTextfile, delim + FloatTostrF(hout[i],fffixed,10,5));
writeln(user_ptrA.UserbDefTextfile);
end;

// 1f the last timestep then close the file
// 1f not, as time 7s offset write the current timestep on a new line
if (nt >= mm_actA.nnt) then
close(user_ptrA.UserDefTextfile)
else
write(user_ptrA.UserDefTextfile, InttoStr(nt) + delim +
mm_actA.time_act.datestring + delim +
mm_actA.time_act.timestring);

end; {of Tast iteration}
end; {of user_written_code}

exports user_written_code;
begin
end.

Output

Output is in a CSV format, which can be opened using Excel:
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A B & D | |
SEMEGAL MAINZ  SEMEGAL EST4

1 |Timestep DATE TIME 30316.900 53860000
2 1] 1-JUN-2000 00:17:30 -0.06585 -0.08585
3 2| 1-JUN-2000 00:20:00 -0.06585 -0.056585
4 3 1-JUN-2000 00:22:30 -0.05E85 -0.05586
5 4 1-JUN-2000 00:25:00 -0.05585 -0.05587
6 £ 1-JUN-2000 00-27-30 -0 .0REAS| 0066941
7 5 1-JUN-2000 00:30:00 -0.06585 -0.08722
g8 7 1-JUN-2000 00:32:30 -0.06585 -0.08805
g g 1-JUN-2000 00:35:00 -0.06585 007
10 9 1-JUN-2000 00:37:30 -0.05E85 007373
11 10/ 1-JUN-2000 00-40-00 -0.0RBAS 0.07952
12 11 1-JUN-2000 00:42:30 -0.06585 -0.08595
13 12| 1-JUN-2000 00:45:00 -0.06585 -0.03452
14 13 1-JUN-2000 00:47:30 -0.06585 010235
15 14| 1-JUN-2000 00:50:00 -0.05E85 010883
16 16 1-JUN-2000 00-52-30 -0.0RBAS 011465
17 16| 1-JUN-2000 00:55:00 -0.06585 012033
18 17 1-JUN-2000 00:57:30 -0.06585 012609
19 18| 1-JUN-2000 01:00:00 -0.06585 013187
2N 191 1- AL IM-2000 M -n2-3n -1 NREARS 13773
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A.13 Nomenclature

Powering Water Decisions

Aflow area

Aqinflow river cross-section area

Aooutflow river cross-section area

Apccritical flow area in breach
Accritical flow area

Aceffective flow area

Apifull cross-section area of culvert
As, culvert inflow cross-section area

As, culvert outflow cross-section area

Asa average of As1 and As2
Bfull width of channel

bwidth of rectangular channel
bgate width

bgstructure width

bgstorage width

CChezy coefficient
Ccontraction coefficient
Cgcalibration coefficient
Cdischarge coefficient
C,discharge coefficient
C,Courant number

C,wind friction coefficient
Dpipe diameter, culvert depth
dHbchange in breach level

dWhbchange in breach width
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FFroude number

fDarcy friction factor
H,inflow energy head
Hyoutflow energy head
HBlevel of breach bottom

h 1 inflow water level in culvert

s
hs2 outflow water level in culvert
hwater elevation

hy, hysupstream water elevation

h,, hysdownstream water elevation
hpwater level at breach

hpcwater level at breach at critical flow
howater level at critical flow

I,bottom slope

INFinfiltration capacity of flood plains
Kchannel conveyance

Ktime constant for linear reservoir
kspipe roughness

Llength of pipe or culvert

Lwave length

Lplength of breach in flow direction
Lglength of culvert flowing full
MManning number

nManning's n

Pwetted perimeter

Qdischarge

Qp breach flow
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Qpcritical flow in breach

Q_critical flow

Qorifice flow

Qpprimed flow

Qpdischarge through a pipe

Qgreturn flow

glateral inflow per unit width

Qosstotal water loss rate
Qiossinrinfiltration loss rate

QiossrslOSs rate from river to retention storage
gssediment transport rate per unit width
rresistance factor

rrelative resistance

Rresistance or hydraulic radius
Rphydraulic radius

Ryresistance radius

Swater surface slope

Sccritical flow slope

S;storage content of linear infiltration storage
Smaxmaximum retention storage
S.culvert slope

Sgside slope of breach

Tduration of event (wave period)
tractopographic factor

uaverage velocity along vertical
V,velocity at h4

Viovelocity 10 m above water surface
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Vjvelocity in breach

Vccritical velocity in breach

WBwidth of breach bottom

Wk, filled retention storage (flood width)
Wnisminimum river width for which losses occur
Whgaverage (flooded) river width

Wwater width corresponding to water elevation h
wgate opening

xside erosion index

ylocal water depth

ypdepth of water in pipe

ysdepth at vena contracta

yjupstream water depth

y>downstream water depth

Z.weir crest elevation

Ziny, inflow culvert invert level

Ziny, outflow culvert invert level
Z,, Obvert level of pipe

b4 outflow obvert level

obv,
amomentum distribution coefficient
a'vertical velocity distribution coefficient
o free overflow factor

gporosity of sediment

pdensity

padensity of air

t,bed resistance term

t,wind shear stress
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usubmerged flow coefficient or weir discharge coefficient
Cheadloss coefficient

Cininflow loss coefficient

Cououtflow loss coefficient

C1contraction loss coefficient

{.expansion loss coefficient

{pbend loss coefficient

Criction loss coefficient

AHinflow head loss

AHysstotal head loss

ARpchange in pipe radius
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The MIKE11.ini file
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Introduction ;

B.1  MIKE11.ini file Settings

B.1.1 Introduction

The MIKE11.ini-file offers a possibility of changing settings within the calcula-
tion part of MIKE 11 by adjusting values of below listed environment varia-
bles.

B.1.2 MIKE 11 GIS Linkage
Linkage of MIKE 11 Results with the ArcView based MIKE 11 GIS Interface.

Usage of MIKE 11 GIS Interface may require activation of variables to pro-
duce and export simulation information to text-files.

The default settings should only be changed if 3D-analyst is not installed. If
required the ON/OFF switch can be used to ensure that ASCII results are
ported to the msd directory. The switch should be set to ON if 3D Analyst is
not installed.

Variables available:

M11GIS_OUTPUT
Values: ON/OFF

M11GIS_FILE_FORMAT
Values: ASCII/BINARY (Must be ASCII on PC-version)

M11GIS_DATABASE
Values: DATABASE NAME (Not Used in PC-Version)

B.1.3 MIKE 11 HD Settings
HD-Variables no 1:

Flow-directions used when applying Wind stress in a HD-simulation is calcu-
lated automatically during reading of input data. The calculated flow direc-
tions is saved in a ASCII file named ‘FLOWDIR.TXT’ by activating the
variable:

CREATE_FLOWDIR_FILE
Values: ON/OFF

In case the calculated flow-directions needs to be modified the user can man-
ually edit the text-file ‘FLOWDIR.TXT and activate the variable:
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FLOWDIR_FROM FILE
Values: ON/OFF

By activating this variable, MIKE 11 HD will read and utilise flow-directions
from the ASCII text-file.

HD-Variables no 2:

Previous versions of MIKE 11 (before version 4.01) only included the Divide
section feature (Cross section database) in Sediment Transport morphologi-
cal simulations.

Version 4.01 or newer can utilise this feature also in pure HD-simulation.
Activate / deactivate by setting the variable:

DIVIDE_FLP_AND_ RIVER_IN_HDSIMUL
Values: ON/OFF

HD-Variables no 3:

Maximum depth exceedance. The exceedance of water level above any
cross section bank-levels during a simulation can be controlled by adjusting
the variable:

WL_EXCEEDANCE_FACTOR
Values: Any positive integer.

Default = 4

HD-Variables no 4:

Coefficient for centering iterative calculation of sub-merged discharge.
Default value is 1.0, corresponding to full centering towards to most recently
calculated value. Only values between 0.5 and 1.0 allowed.

STRUCTURE_ITERATION_CENTERING
Values: 0.5-1.0

HD-Variables no 5:

After reading of input files, non-critical errors may occur in some of the input
data. These warnings are informed to the user by a message box, and a user
action is required to continue the simulation.

To avoid this user action, it is possible to switch off the appearance of the
warnings message box with the below variable.

SHOW_WARNING_MESSAGEBOX
Values: ON/OFF
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HD-Variables no 6:

Variable defining the maximum allowable number of iterations during one
time step in situations where one or several control structures are solved
using the iterative calculation mode.

MAX_GATE_ITERATIONS
Values: Any positive integer.

Default value is 50.
HD-Variables no 7:
A new and improved structure solution has been implemented.

In some situations results close to the structure can be different from results
obtained using the previous structure solution. To keep using the old solution
this variable should equal ON.

OLD_STRUCTURE_SOLUTION
Values: ON/OFF.

Default is OFF meaning that the new solution is used.

HD-Variables no 8:

Transition from critical to subcritical flow through submerged underflow struc-
tures is discontinuous in nature. To avoid numerical problems the ‘SUB-
MERGED_UNDERFLOW_COEFFICIENT’ is introduced to make a smooth
transition. This coefficient only works when OLD_STRUCTURE_SOLUTION
is equal to OFF.

SUBMERGED_UNDERFLOW_COEFFICIENT
Values: 0.0-1.0

Default value is 0.0. If the value is increased the transition is made
less abrupt.

HD-Variables no 9:

Variables defining up- and downstream grid size for precalculated
tables.

Default value 0.1 meter.
BRIDGE_TABLE_GRID_UPSTREAM=0.1
BRIDGE_TABLE_GRID_DOWNSTREAM=0.1

Variable defining maximum number of iterations for precalculating
tables.
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BRIDGE_TABLE_MAX_ITERATIONS=50
HD-Variables no 10:

Bridges using the FHWA method for submergence uses per default
two orifice equations for submergence. The user may choose to
use different to restrict the calculation method for orifice type flow:

0 : No orifice equation is used
1 : Only submerged orifice equation used

2 : Both submerged orifice (downstream) and non-submerged ori-
fice equation.

Default value
BRIDGE_ORIFICE_FLOW=2

The reach length for the FHWA method is determined based on an
equal conveyance tube analysis. If the reach length should only be
based on the physical distance from the adjacent cross section to
the bridge the variable 'USE_FHWA_REACH_LENGTH' may be
used.

Default value
USE_FHWA_REACH_LENGTH = ON

HD-Variables no 11:

The velocity distribution coefficient for bridge calculations is set to
unity per default.The coefficient may be calculated based on con-
veyance distribution.To do the latter the variable 'USE_ALPHA' may
be used.

Default value
USE_ALPHA = OFF

HD-Variables no 12:

When the h-Q-h relations calculated for bridges a filter may be
applied.There are three different filters available. Whether or not aa
filter is applied is controlled by the variables 'SMOOTH_BRIDGE _-
SURFACE' and 'SMOOTH_BRIDGE_SURFACE_LOOPS'. The
first variable takes values in the range -1-3 where

-1 : The H-Q-H surface is forced to be increasing for increasing
water level difference.



A

0 : No filter
1 : Filter with weights on adjacent terms in the grid given by
1 1 1
1 1 1
1 1 1
2 : Filter with weights as below
1 1 1
1 4 1
1 1 1
3 : Filter given by
2
2 4 2
2

The second variable controls the number of times the filter is
applied. The greater the value the smoother the h-Q-h relation.

Default values
SMOOTH_BRIDGE_SURFACE =0
SMOOTH_BRIDGE_SURFACE_LOOPS =0

HD-Variables no 13:

The generation of H-Q-H relations for bridges may be time consum-
ing.The H-Q-H relation may be read from a previous run. To
achieve this the preprocessed file(s) need to be present in the work-
ing directory (the location of the sim11 file). To enable this feature
the variable 'BRIDGE_PREPROCESSED' should be set to ON.

Further the format of the preprocessed files should also be speci-
fied. The two formats available are 'ASCII' and 'DFS2'. The format
is set using the variable 'BRIDGE_FILE_FORMAT'.
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Default values

BRIDGE_PREPROCESSED = OFF

BRIDGE_FILE_FORMAT = DFS2
HD-Variables no 14:

At low flow conditions a slot is introduced. The amount of water in this slot
may be included in the calculation of the mass error by setting this variable to
ON. This setting has no effect on the rest of the simulation only on the mass
error calculation for water levels in the slot.

SLOT_VOLUME_CORRECTION
Values: ON/OFF.

Default is OFF.

HD-Variables no 15;:

The critical discharge calculation over a broad crested weir is part of the nec-
essary preprocessing of data. The critical discharge is found as an integration
of the local critical velocity over the whole weir cross sectional area. This inte-
gration may either be carried out numerically using the trapezoidal rule or
analytically using linear interpolation between data points. The latter is
achieved by setting WEIR_QH_CALC_NUM_INTEGRATE to OFF. Earlier
versions of MIKE 11 used the former integration i.e. numerical integration.
Thus to ensure backward compatibility this switch should be set to ON.
Default is ON. Also note that to make this setting work the MIKE11.ini file
MUST be located in the WINDOWS or WINNT directory.

WEIR_QH_CALC NUM_INTEGRATE
Values: ON/OFF.

Default is OFF.

HD-Variables no 16:

Variable used to fade out the effect of the momentum equation for low flow
conditions. Only used for dynamic simulations.

QZERO_METHOD
Values: ON/OFF.

Default is ON.

HD-Variables no 17:

Variable used to implement an area preserving slot for low flow conditions.
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AREA PRESERVING SLOT
Values: ON/OFF.

Default is OFF.

HD-Variables no 18:

Variable used in connection with the 'Triple Zone Approach’ for bed resist-
ance specification in the HD Parameter file. Variable BEDRES_TRANS-
FER_INTERVAL defines the depth below the zone divider where a cosine
transfer function is activated to go from one zone's bed resistance value to
another zones value.

BEDRES_ TRANSFER INTERVAL
Values: positive real numbers

Default is 0.1

HD-Variables no 19:

Variable used to activate lateral outflow corrections. For low flow conditions
this initiates a check on the amount of water available before extraction
through a lateral outflow. If a possible lateral outflow demand cannot be met a
warning is issued at the end of the simulation along with the total unsatisfied
demand (volume of water for the whole period).

Q_LAT_CORRECTION
Values: ON/OFF.

Default is ON.

HD-Variables no 20:

Variable used to revert back to the 1999b version. Due to improvements and
error corrections in version 2000 the results obtained using this version may
differ from results obtained in version 1999b. In order to avoid recalibration of
a 1999b setup the variable 1999B  REVERSABILITY has been introduced.

1999B REVERSABILITY
Values: ON/OFF.

Default is OFF.

HD-Variables no 28:

Variable used to enable the reading of lateral sources from a result file. Only
effective for hydrodynamic simulations using lateral inflows from SHE.

LATERAL_INFLOW_FROM RESULT_FILE
Values: ON/OFF.
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Default is OFF.

HD-Variables no 30:

Temporary switch for defining language in Engine. Final implementation will
make simulation editor able to send information about current language ver-
sion.

Present Language-types available:

0: Standard/Default - working as all previous releases of English versions

1: Japanese/MultiByteCharacterSet version - Case sensitivity on strings file-
names etc. activated!

LANGUAGE_VERSION
Values: 0/1.

Default is 0.
HD-Variables no 31:

Froude value at which the effect of fully submerged bridges and bridge piers
are ignored.

BRIDGE_FROUDE_CRITERIA
Values: positive real numbers

Default is 0.6
HD-Variables no 32:
Switch between radius formulations in QSSVEG:

1. Asrequested by CTI (based on integrated y*5/3)
2. Resistance radius as default in M11 (based on integrated y*3/2)
3. Hydraulic radius (R=A/P)

QSSVEG_RADIUS
Values: 1,2,3.

Default is 1.

HD-Variables no 33:

Switch between suppression strategies of convective terms in QSSVEG:
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1. The Froude number is calculated for each of the panels upstream and
downstream and the maximum of these Froude numbers is used for
determining the suppression factor.

2. Asuppression factor is calculated and used for each panel upstream and
downstream. Thus the suppression factor is specific to each panel in the
cross sections.

3. No suppression is applied to the convective terms. Caution is recom-
mended when using this possibility since it may cause severe numerical
instability.

QSSVEG_SUPPRESSION_STRATEGY
Values: 1,2,3

Default: 1
HD-Variables no 34:

To increase the numerical stability of the algorithm an upstream centering of
the friction terms may be applied.

QSSVEG_CENTERING _FRICTION
Values: ON/OFF

Default: OFF
HD-Variables no 35:

Please note that when utilizing the quasi two dimensional steady state with
vegetation module, additional data can be obtained by setting the following
switch: CREATE_QSSVEG_VELOCITY_FILE=ON

With this setting 8 .txt-files are generated and saved in the working directory
i.e. where the simulation file is stored.

The files are titled:
QSSVEG_velocities: Velocity and area of the individual panels.

QSSVEG_velocities_add1: Energy slope, low water channel width, high
water channel width, Radius, wetted perimeter and Manning’s n of the individ-
ual panels.

QSSVEG_velocities_add2: Height of water/water interface, water/vegeta-
tion interface of the individual panels.

QSSVEG_velocities_add3: Mixing coefficients of the individual panels.

QSSVEG_velocities_add4: Shear forces of the individual panels normalised
with density.
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QSSVEG_junctions: The appropriate parameters used for obtaining the
water level increment due to the junction and the water level increment in the
channels meeting at the junction.

QSSVEG_sandbars_curves: Water level increments due to sandbars and
river curvature.

QSSVEG_bridges: The water level increments due to bridges.

CREATE_QSSVEG _VELOCITY_FILE
Values: ON/OFF

Default: OFF

HD-Variables no 36:

For use with the quasi two dimensional steady state with vegetation module
when utilizing the water level increment due to curvature feature. The limit on
the ratio of the curvature radius to the width for which the increment is to be
added.

LIMIT_ON_QSSVEG_CURVATURE_CALC
Values: Any positive value.

Default: 10

B.1.4 MIKE 11 AD/WQ Settings

492

AD-Variables no 1:

Automatic creation of Error log-file from AD-Simulations containing e.g. Cou-
rant number warnings can be disabled by changing the variable:

ADLOG
Values: ON/OFF

AD-Variables no 2:

When water is abstracted in the AD-model (from negative lateral sources or
evaporation) the concentration of the abstracted water is the same as that in
the abstraction point/reach.

The ZERO_CONC_IN_AD_LAT_OUTFLOW’ variable introduces a switch to
the AD-model so that abstracted water is removed with a concentration of
zero, typically resulting in an increasing concentration in the water body dur-
ing the abstraction.

ZERO _CONC _IN_AD_LAT OUTFLOW
Values: ON/OFF.
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